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Abstract 

The research presented in this thesis is concerned with the problem of multi-sensor 

pixel-level image fusion. The objective is to introduce reliable methods that 

represent the visual information, obtained from a number of disparate imaging 

sensors, in a single fused image without the introduction of distortion or loss of 

information. Generally, the image fusion’s task is used for three different 

applications consisting of fusing the multi-focus images, fusing the infrared and 

visible images, and fusing the multi-spectral and panchromatic images. For fusing 

of multi-focus image, first we use dual-tree discrete wavelet transform for 

decomposing the source images and then combine wavelet coefficients of them. We 

formulate the image fusion process as a two-class problem: in focus and out of 

focus classes, in which the decision map for selecting important coefficients 

between input images is obtained using two-class fisher classifier. In the proposed 

method for fusing infrared and visible images, first, the input images are 

decomposed using dual-tree discrete wavelet transform and then, we use a 

dissimilarity measure of source images to combine three different fusion rules for 

selecting high frequency wavelet coefficients between source images. In addition, 

we propose a new method based on particle swarm optimization for fusing of low 

frequency coefficients, which produces the fused images with high entropy. 

Finally, a new method for fusion of remote sensing images is proposed. In this 

method, the aim is to improve spatial and spectral quality of the fused image, 

simultaneously. We use the shiftable contourlet transform and multi-objective 

particle swarm optimization for this purpose.  Extensive comparisons with the 

state-of-the-art image fusion algorithm indicate that our image fusion algorithms 

have a better performance as subjective and objective evaluations. 

Key Words: Multi-Focus images; Dual-tree discrete wavelet transform; Fisher 

classifier; Shiftable Contourlet Transform; and Multi-Objective Particle Swarm 

Optimization. 
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Chapter 1. Introduction  

 

 

 

 

This Chapter describes definitions, motivation, image preprocessing, and project 

objectives and the thesis’ organization. 

1.1 Image fusion 

Image fusion defines the process of fusing visual information from a number of 

registered images into a single fused image. It is part of the much broader subject of 

multi-sensor information fusion, which has attracted a considerable amount of 

research attention in the last two decades [1-4]. 

Multi-sensor information fusion utilizes information obtained from a number of 

different sensors surveying an environment. The aim is to achieve better situation 

assessment and/or more rapid and accurate completion of a pre-defined task than 

would be possible using any of the sensors individually. In the literature, it has been 

defined as the synergistic combination of different sources of sensory information into 

a single representational format [5-7]. The only formal definition of information 

fusion (data fusion) to date is that given by the U.S. Department of Defense, Joint 

Directors of Laboratories Data Fusion Subpanel that represents the first formal body 

explicitly dealing with the process of data fusion. Their definition can be found in [8] 

as “a multilevel, multifaceted process dealing with the automatic detection, 
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association, correlation, estimation and combination of data and information from 

multiple sources.” 

Image fusion represents a specific case of multi-sensor information fusion in which 

all the information sources used represent imaging sensors. Information fusion can be 

achieved at any level of the image information representation. Analogous to other 

forms of information fusion, image fusion is usually performed at one of the three 

different processing levels: signal, feature and decision. Signal level image fusion, 

also known as pixel-level image fusion, represents fusion at the lowest level, where a 

number of raw input image signals are combined to produce a single fused image 

signal. Object level image fusion, also called feature level image fusion, fuses feature 

and object labels and property descriptor information that have already been extracted 

from individual input images. Finally, the highest level, decision or symbol level 

image fusion represents fusion of probabilistic decision information obtained by local 

decision makers operating on the results of feature level processing on image data 

produced from individual sensors. Fig. 1.1 illustrates an example of an automatic 

target detection/recognition (ATD/ATR) system using image fusion at different 

processing levels.  

The subject matter of this dissertation is pixel-level image fusion. It represents 

fusion of visual information of the same scene, from any number of registered image 

signals, obtained using different sensors. The goal of pixel-level image fusion can 

broadly be defined as: to represent the visual information present in any number of 

input images, in a single fused image without the introduction of distortion or loss of 

information. 

In another words, the main condition for successful fusion is that all visible 

information in the input images should also appear visible in the fused image. 

However, although theoretically possible, due to the redundant nature of multi-sensor 

information (e.g., slightly different signatures of the same object in different sensor 

modalities), the complete representation of all of the visual information from a 

number of input images into a single one is scarcely achieved in practice. Thus, the 

practical objective of pixel-level image fusion is modified to the fusion, or  
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Figure 1.1: An automatic target detection/recognition (ATD/ATR) system using image fusion at 

different processing levels. 

preservation in the output-fused image, of the “most important” visual information 

that exists in the input image set. The main requirement of the fusion process then, is 

to identify the most significant features in the input images and to transfer them 

without loss into the fused image. What defines important visual information is 
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generally application dependent. In most applications and in image fusion for display 

purposes in particular, it means perceptually important information. 

A simple diagram of a system using pixel-level image fusion is shown in the block 

diagram in Fig 1.2. For simplicity, only two imaging sensors survey the environment, 

producing two different representations of the same scene. The representations of the 

environment are, again, in the form of image signals, which are corrupted by noise 

arising from the atmospheric aberrations, sensor design, quantization, etc. 

The image signals produced by the sensors are directed into a registration process, 

which ensures that the input images to the fusion process correspond spatially, by 

geometrically warping one of them, e.g. Image A. Multi-sensor image registration is 

another widely researched area and more details can be found in [9-10]. In Fig. 1.2, 

the registered input images are fused and the resulting fused image can then be used 

directly for display purposes or can be passed on for further processing. 

1.2 Motivation for image fusion research 

Motivation for image fusion research is mainly the result of recent technological 

advances in the fields of sensing methods and sensor design. Improved robustness and 

increased resolution of modern imaging sensors and, more significantly, availability at 

a lower cost, have made the use of multiple sensors common in a range of imaging 

applications. 

 

Figure 1.2: Basic structure of a multi-sensor system using pixel-level image fusion [6] 



 Chapter 1. Introduction 

 

5 

In the past decade, medical imaging, night vision, military and civilian avionics, 

autonomous vehicle navigation, remote sensing, concealed weapons detection and 

various security and surveillance systems are only some of the applications that have 

benefited from such multi-sensor arrays. Increased spatial, spectral resolution and 

faster scan rates offered by such modern sensor suites provide a more reliable and 

complete picture of the scanned environment. 

This in turn can lead to improved performance of dedicated imaging systems. 

However, potential performance gains come at the cost of a large increase on the raw 

amount of sensor data that has to be processed. Thus, an increase in the number of 

sensors used in a particular application leads to the proportional increase for image 

data. Furthermore, a linear increase in the size of the imaging arrays has an even more 

dramatic effect resulting in an exponential (specifically quadratic) increase for data 

appearing at the sensor array output. This means that, if system performance 

improvements are to be realized, deployment of additional sensors must be 

accompanied by a corresponding increase in the processing power of the system. 

In automated task applications, such as autonomous vehicle navigation, this 

demand can be met by a corresponding increase in the number of processing units, 

using faster digital signal processing and larger memory devices. This solution 

however, can be quite expensive. In addition, when humans operate imaging systems, 

presenting multiple images to an individual operator is both cumbersome and places 

an unreasonable demand on the operator resulting in diminishing performance. 

Furthermore, in systems, which use a group of operators, integrating visual 

information across the group is almost impossible [11]. 

Pixel-level (PL) image fusion algorithms represent an efficient solution to this 

problem of operator related information overload. By fusing, input signals containing 

redundant information are condensed to a single representation by choosing the most 

important features at each image spatial position. Thus, PL fusion effectively reduces 

the amount of data that needs to be processed without any significant loss of useful 

information. Additionally, image fusion provides an effective way of integrating 

visual information across different sensors. To accurately determine spatial alignment 
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of features in different input images is a near impossible task for human observers 

either by viewing the images simultaneously or in a sequence. By preserving the 

spatial characteristics of image features during fusion, the integration of spatial 

information is achieved by displaying the features in a single fused image. Having to 

consider only one displayed image at one time significantly reduces the workload of 

the operator. 

Using novel signal processing techniques it is possible to achieve fusion, which 

results in a reduced loss of input information and a significant reduction in the amount 

of distortion present in the fused image. In this dissertation, new methods have been 

proposed for different image fusion application to improve the performance of 

existing fusion methods towards the theoretical aim of pixel-level image fusion. 

1.3 Image preprocessing 

There are very often some issues that have to be dealt with before the fusion can be 

performed. Most of the time the images are misaligned. Registration is used to 

establish a spatial correspondence between the sensor images and to determine a 

spatial geometric transformation, called warping, which aligns the images. 

Misalignment of image features is caused by several factors including the geometries 

of the sensors, different spatial positions of the sensors, different temporal capture 

rates of the sensors and the inherent misalignment of the sensing elements. 

Registration techniques align the images by exploiting the similarities between sensor 

images [10].  

The mismatch of image features in multi-sensor images reduces the similarities 

between the images and makes it difficult to establish the correspondence between the 

images. There is often a difference in spatial resolution between the images produced 

by different sensors. There are several techniques to overcome this issue such as the 

super-resolution techniques [12-13]. The aim of these techniques is to improve the 

resolution, when possible. Another approach is to use multi-resolution image 

representations so that the lower resolution imagery does not adversely affect the 
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higher resolution imagery. This final issue is beyond of the scope of our research, 

although some of these techniques have been developed to achieve other objectives. 

1.4 Project objectives and organization of the thesis  

The objectives of the research work described in this thesis consisting of the 

following: 

 Proposing new technique for multi-focus image fusion, which improve the 

performance of existing fusion methods in terms of objective and subjective 

measures. 

 Introducing new technique for infrared (IR) and visual image fusion, which 

improve the performance of existing fusion methods in terms of objective and 

subjective measures. 

 Presenting new technique for multi-spectral (MS) and panchromatic (Pan) image 

fusion, which improve the performance of existing fusion methods in terms of 

objective and subjective measures. 

The chapter immediately following this introduction provides background 

information on pixel-level image fusion and discusses the work reported in the past 

years in various publications in the fields of multi-focus, IR and visual, and remote 

sensing image fusion. 

Chapters 3 is devoted to multi-scale and multi-resolution image transformations, 

which are one of the tools for image analysis in the novel fusion methods in this 

thesis. The transformations including the discrete wavelet transform (DWT), dual-tree 

discrete wavelet transform (DT-DWT), contourlet transform (CT), and shiftable 

contourlet transform (SCT) that are shortly presented. 

Chapter 4 is devoted to the objectives of this project including: 1) a new method for 

multi-focus image fusion using Fisher classifier and fuzzy logic which is wavelet-

based method. 2) A new method for IR and visual image fusion based on fuzzy logic 

and particle swarm optimization (PSO). 3) A new method for remote sensing MS and 
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Pan image fusion using SCT and multi-objective particle swarm optimization 

(MOPSO). 

The performance of the proposed image fusion methods compared to the state-of-

the-art algorithms will be presented in Chapter 5. Finally, conclusions and 

recommendations for further work are discussed in chapter 6 
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Multi-sensor image fusion has attracted a considerable amount of research attention 

in the last ten years. Soon after the introduction of the first multi-sensor arrays in 

image dependent systems, researchers began considering image fusion as a 

necessity to solve the growing problem of information overload. Since the end of 

the 1980s and throughout the 1990s image, and in particular pixel-level, fusion was 

established as a subject through a stream of publications presenting fusion 

algorithms. 

In this Chapter, due to different applications of image fusion that are in line with 

the objectives of this dissertation, three separate subsections are considered. In 

subsection 2.1 the subject of image fusion with different focuses and the literatures 

are published in this area will be reviewed. Then, subsection 2.2 discuss the subject 

of IR and visual image fusion as well as the literatures in this area of research. 

Finally, in subsection 2.3 MS and Pan image fusion and state-of-the-art methods in 

this field are discussed. 

It should be noted that there are similar methods to solve different applications 

considered in this thesis, but because of the diversity and importance of each of 

these applications as well as individual goals that we are looking at these 

applications, separate subsections are considered with possible correlations 

between them. 
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2.1 Multi-focus image fusion 

Due to the limited depth-of-focus of optical lenses in CCD devices, it is often 

impossible to take an image that contains all objects “in focus”. The depth-of-focus 

is the range of distance from a camera that is reasonably sharp in the image 

obtained by that camera. One method to conquer this problem is to take several 

pictures with different focus points and combine them into a single composite, 

which contains the focused regions of all input images. This could be useful, for 

example, in digital camera design or in industrial inspection applications where the 

need to visualize objects at very short distances makes difficult the preservation of 

the depth-of-focus [14-15]. Fig. 2.1 shows how combining images with different 

focuses can effectively extend the depth of field in a visual system. 

There are various methods for fusing multi-focus images. We have grouped 

them into three major categories; however, these categories may cover each other 

in various ways: 1) spatial domain methods, 2) optimization-based methods, and 3) 

multi-scale decomposition-based methods. 

2.1.1 Spatial domain methods 

Synthesizing the composite image by averaging the corresponding pixels of the 

source images is a simple method for image fusion. In addition to simplicity, this 

method usually causes many undesirable effects on the fused images such as low  

 

Figure 2.1: Multi-focus image fusion. Left to right: wright-focus, left-focus, and fused images [16]. 
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contrast. An optimal weighting can be determined, for example, by a principal 

component analysis of the correlation or covariance matrix of the source images. 

The weights for each input image are obtained from the eigenvector corresponding 

to the largest eigenvalue [17-18]. Variations of this technique and other arithmetic 

image combinations are numerous [19-20]. 

Shutao et al. in [21] developed a method based on spatial frequency, which is 

computationally simple and can be used in real-time applications. The spatial 

frequency measures the overall activity level in an image. For an M × N image, 

with the gray value at pixel position (𝑚, 𝑛) denoted by 𝐹(𝑚, 𝑛), its spatial 

frequency is defined as: 

(2.1)                             22 CFRFSF  

where RF and CF are the row and column frequencies: 
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Fig. 2.2 represents a block diagram for this fusion method, in which the main 

steps are as follows: 

 Decompose the source images into blocks of size M × N. 

 Compute the spatial frequency for each block. 

 Compare the spatial frequencies of two corresponding blocks Ai and Bi, and 

construct the ith block Fi of the fused image as: 
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 Verify and correct the fusion result in step three with saliency checking. In this 

case, the purpose of this process is to avoid the isolated blocks instead of isolated 

points. 

An improved version of this technique developed by the same research group 

based on the use of image blocks and artificial neural networks was suggested in 

[22]. A block diagram of this improved multi-focus image fusion method is shown 

in Fig. 2.3. First, the source images are decomposed into blocks. Then a neural 

network is trained to determine which of the two blocks given, one from each 

source image, is clearer. Finally, fusion proceeds by selecting the clearer block in 

constructing the final image. This method uses three features extracted from each 

block image, which reflect image clarity. The first of the features is the Spatial 

Frequency, which is, as previously described, used to measure the overall activity 

level of an image. The second feature is called visibility (VI) and is inspired by the 

human visual system. Its mathematical formulation is: 

(2.4)                              
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where μ is the mean intensity value of the image, and α is a visual constant ranging 

from 0.6 to 0.7. 

Finally, the third and last feature is based on the number of edges extracted from 

the image. For images of similar complexity, a clearer image is supposed to have 

more edges. The proposed edge detector method is the Canny algorithm. The total 

number of one’s in the resultant binary image block is then taken as the edge 

feature. 
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Figure 2.2: Schematic diagram of the spatial frequency method [21]. 

 

Figure 2.3: Schematic diagram of the improved spatial frequency method [22]. 

In addition, there are many region-based methods, which combine regions 

instead of pixels. The region-based methods are reported in [23-24], in which a 

segmentation map is optioned from source images, and some features in the labeled 

regions are extracted. By comparing the extracted features between source images, 

the corresponding regions in the final fused image are obtained. Fig. 2.4 shows a 

block diagram of the region-based multi-focus image fusion methods. 

 

Figure 2.4: Schematic diagram of region-based fusion methods. 
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2.1.2 Optimization methods 

This method is based on an a priori model of the real scene and the fusion 

process is stated as an optimization problem [25-27]. In Bayesian optimization, the 

goal is to find the fused image, which maximizes the a posteriori probability. 

Common procedures contain estimation of the maximum a posteriori (MAP) and 

the maximum likelihood (ML). Let a denote the set of sensor images and s the 

underlying true scene to be estimated. Furthermore, assume 𝑝(𝑠|𝑎) and 𝑝(𝑎|𝑠) 

denote the conditional probabilities, while p(s) and 𝑝(𝑎) denote the corresponding 

marginal probabilities. The MAP estimate chooses to maximize 𝑝(𝑠|𝑎), and the 

ML estimate chooses to maximize 𝑝(𝑎|𝑠). The Bayes formula is as follows: 

(2.5)                              
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which indicates that the MAP and the ML estimates are closely related [17].  

Some examples of probabilistic fusion schemes can be found in [28-29]. In 

addition, in the Markov random field methods, the input images are first modeled 

as Markov random fields to define a cost function, which describes the fusion goal. 

Then, a global optimization strategy such as simulated annealing can be employed 

to minimize this cost function [30-32]. 

2.1.3 Multi-scale decomposition-based methods 

In recent years, many researchers have recognized that multi-scale transforms 

(MST) are very helpful for analyzing the information content of images for the 

purpose of image fusion [33-35]. Multi-scale decomposition-based (MSD) image 

fusion is a biologically motivated method, which fuses multiple images at different 

spatial resolutions. MSD-based image fusion includes three steps [36]: 

 The input images are decomposed into a resolution pyramid of numerous levels. 

Each level contains one or more bands representing low and high frequency 
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information. 

 Following this decomposition, the coefficients or samples in each band of the 

source images are fused based on some fusion rules.  

 The fused pyramid is then reconstructed to generate the final fused image. 

Fig. 2.5 depicts the MSD-based image fusion process. Up to now several 

algorithms based on multi-scale transforms have been proposed, which are used 

multi-resolution transformations consisting of the Laplacian pyramid [34], gradient 

pyramid [38], morphological pyramid [39], and wavelet transform [40]. Research 

results disclose that the wavelet transform schemes have more advantages over 

pyramid schemes such as increased directional information, no blocking artifacts, 

better signal-to-noise ratio, improved perception, and so forth [41]. In recent years, 

several fusion schemes based on improved wavelet transforms have been developed 

[42-44]. Hill et al. applied the shift invariant and directionally selective dual tree 

complex wavelet transform (DT-CWT) to image fusion [44]. The DT-CWT is an 

over-complete wavelet, which provides both good shift invariance and directional 

selectivity over the DWT. 

 

Figure 2.5: Multi-scale fusion block diagram. 
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In this study, we have focused on the wavelet-based approach, which is a subset of 

multi-scale decomposition-based methods. There are many reasons for selecting wavelet 

transform as a tool for image fusion, e.g. low computational complexity and the ability of 

the wavelet transform to capture important features in a picture. The most important 

reason is the time-frequency analysis of wavelet transform. Since in focus pixels of an 

image contain high frequency information, therefore we can simply use this ability of 

wavelet transform to determine in focus pixels. 

In this thesis, we propose a new multi-focus image fusion method, which is also based 

on multi-scale decomposition. Specifically, we present new fusion rules to merge high and 

low frequency wavelet coefficients in an appropriate way in order to obtain the best 

quality in the fused image. Since, the key step in the MSD-based image fusion is the 

coefficient combination step or the fusion rules, we have only focused on this issue. For 

this purpose, we have studied different fusion rules and their disadvantages. The three 

previously important fusion rules, are as follows [44]: The maximum selection (MS), 

which just picks the coefficients in each sub-band with the largest magnitude; The 

weighted average (WA), which is proposed by Burt and Kolczynski [45] and used a 

normalized correlation between the two image sub-bands over a small local area. The 

resulting coefficients for reconstruction are calculated from this measure via a weighted 

average of the two images coefficients; The window-based verification (WBV), which is 

developed by Li et al. [39] and creates a binary decision map to choose between each pair 

of coefficients using a majority filter. 

These fusion rules ignore some useful information and are sensitive to noise. Selective 

operation renders the fused coefficients completely dependent on the coefficients with 

larger average of local area energy and ignores the other corresponding coefficients. In the 

weighted average scheme, the weights were computed by a linear function, which cannot 

describe the uncertainty of each source image contributions. In addition, in coarser level of 

decomposition, because of passing through low frequency filter banks, source images 

become smoother and therefore there are not enough differences between their wavelet 

coefficients for selecting one of them as in focus coefficients.  
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2.2 Infrared and visible image fusion 

In this paper, we have concentrated on the fusion of visible and infrared images. 

The most important motivation for integrating visible and infrared (IR) images to 

produce a fused image, which is constructed by a combination of features, and 

allows improved detection and directly recognizable localization of a target in the 

IR image with respect to its background in the visible image [46]. Therefore, a 

human operator using a suitably fused representation of visible and IR images may 

be able to construct a more complete and accurate mental representation of the 

perceived scene, and results in a larger degree of situation awareness [6]. Fig. 2.6 

illustrates how information from visible and IR images can improve situational 

awareness in a military campus. 

In general, visual and infrared image fusion methods are similar to those for 

multi-focus image fusion, which were mentioned in the previous subsection. As it 

has mentioned several algorithms based on multi-scale transforms have been 

proposed, which use multi-resolution transformations for image fusion. Research 

results revealed that the wavelet transform schemes have more advantages over 

pyramid schemes such as increased directional information, no blocking artifacts, 

better signal-to-noise ratio, improved perception, and so forth [40].  

The key step in the MSD-based image fusion is the coefficients combining step 

or fusion rule. The fusion rule is the process of merging the wavelet coefficients in  

 

Figure 2.6: Fusion of multi-sensor images, from left to right: infrared and visible “UN Camp” 

images, and fused image. 
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an appropriate method in order to achieve the best quality in the final fused image. 

Some general alternatives to construct a fusion rule are illustrated in Fig. 2.7. As it 

can be seen in Fig. 2.7, the activity level measurement is used to determine the 

quality of each source image in the transform domain. Grouping and combining 

methods are also used to achieve the composite multi-scale representation of the 

fused image. The objective of the consistency verification process is generation of a 

composite MSD coefficient in a completely similar way from all its neighbors [8]. 

There are several alternatives in the processes distinguished by the dashed boxes in 

Fig. 2.7, and different combinations of these alternatives produce different fusion 

schemes. 

Several pixel-based fusion methods exist in the literature [40, 47-48], wherein 

each individual coefficient of the MR decomposition (or may be the coefficients in 

a small fixed neighborhood) is treated more or less independently. It is followed by 

many region-based fusion methods to combine objects instead of pixels [49-52]. 

For the fusion of IR and visible images, it could be more significant to combine 

objects rather than pixels, because there are some regions or objects in the IR image 

that are not visible in the visual image, and vice versa. Additional advantage of the 

region-based approaches is that the fusion process becomes more robust and this 

may help avoid some of the well-known disadvantages of pixel-based methods, 

such as blurring effects, high sensitivity to noise, and image misregistration [50].  

 

Figure 2.7: A general framework for multi-resolution-based image fusion [8]. 
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Commonly, there are two ways for the region-based fusion methods: maximum 

selection (MS) and weighted averaging (WA). In the MS scheme, a region from 

one of the source images is selected based on the activity level measurement, and 

the other corresponding regions in the remaining images are neglected (e.g. in [49], 

normalized Shannon entropy is used for activity level measurement). In the WA 

scheme, first, the activity measurements of similar regions in different source 

images are obtained, and then the resultant coefficients for reconstruction are 

calculated from these measures via a weighted average of the coefficients in the 

similar regions of different sources (e.g. in [52],  the weights are obtained based on 

Alpha-Stable modeling of the wavelet coefficients).  

These fusion rules ignore some useful information. Selective operation makes 

the fused coefficients completely dependent on the coefficients with larger activity 

in the image regions and ignores other corresponding coefficients from other source 

images. Besides, in the weighted averaging scheme, choosing one weight as the 

activity level for all of the coefficients in a region cannot describe the uncertainty 

of each source image contributions, and results in a low-contrast fused image. 

2.3 MS and Pan image fusion  

Pan-sharpening is a shorthand for panchromatic (Pan) sharpening. It indicates 

using a Pan image to sharpen a multispectral (MS) image. In this sense, to sharpen 

means to increase the spatial resolution of an MS image. Therefore, the goal of pan-

sharpening is to combine the high spatial resolution of the Pan image with the 

precise spectral information of the MS image.  

An MS image is an image, which contains more than one spectral band. A color 

image is a very simple example of an MS image, which contains three bands. In 

this case, these bands correspond to the blue, green, and red wavelengths of the 

electromagnetic spectrum. In addition, many satellite imaging systems, such as the 

Quickbird and Landsat-7 satellites produce a Pan image to accompany the MS 

imagery. This Pan image has higher spatial resolution than the MS data, but the 



 Chapter 2. Literature survey 

 

20 

spectral response spans in a wide range, such as visible or thermal infrared. For 

example, wavelength of different bands of Landsat-7 satellite is depicted in Fig. 

2.8.   

Pan-sharpening algorithms depend on the input images being co-registered, 

because they all perform operations on corresponding pixels in both images. They 

all do something with the MS pixel and the Pan pixels to create new pixels. If the 

images are not co-registered, the processing will use the wrong pixels, not the 

corresponding ones and the result will not look natural. In addition, the MS data is 

resampled into the same spatial reference and grid as the Pan data, using the nearest 

neighbor, bilinear, or cubic convolution techniques. 

 

Figure 2.8: Spectral ranges of different bands of Landsat-7 satellite. 

 

Figure 2.9: Remote sensing image fusion. Left to right: Pan, MS with lower resolution, and fused 

image (2004 Digital Globe). 
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A ground-truth usually is not available to evaluate the efficiency of a pan-

sharpening technique. Therefore, quality assessment should refer to the goals of the 

fusion process [53]. The most straightforward objective is image-analysis, but also 

such automated tasks as features extraction and segmentation or classification have 

been found, which have benefited from the pan-sharpening methods [54-56]. Fig. 

2.9 shows an example of MS and Pan image fusion. Here, we categorize pan-

sharpening algorithms into the four groups:  

2.3.1 Color transformation 

Intensity-hue-saturation (IHS) is the most common image fusion method for 

remote sensing applications, and is used in commercial pan-sharpening software. 

This method converts a color MS image from RGB space to the IHS color space. 

Here, the I (intensity) band is replaced by the Pan image. Before fusing the images, 

the MS and the Pan image are histogram matched. HIS-based methods in the 

literature is too diverse. Tu et al. in [57] proposed a fast method based on IHS 

transform which reduce color or spectral distortion of fused image. Choi in [58] 

proposed a similar method, which uses a parameter in order to balance between 

spatial and spectral resolutions in the final fused image. 

2.3.2 Statistical methods 

Principal component analysis (PCA)-based method is one of well-known 

technique in this category. In the PCA-based methods, the PCA transform converts 

intercorrelated MS bands into a new set of uncorrelated components. It is assumed 

that the first PC image with the highest variance contains the highest amount of 

information from the original image and will be the ideal choice to replace the high 

spatial resolution Pan image. All the other new MS bands are unchanged. An 

inverse PCA transform is performed on the modified Pan and MS images to obtain 

a high-resolution pan-sharpened image [59]. In addition, a method based on 

independent component analysis (ICA) is reported in [60]. 
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2.3.3 Numerical methods 

Simple method of this category includes the Brovey algorithm. The basic 

process of the Brovey transform is as follows: first, it multiplies each MS band by 

the high-resolution Pan band, and then divides each product by the sum of the MS 

bands [61]. More complicated methods of this group are the wavelet-based 

sharpening algorithms. In the wavelet-based schemes, the detailed information is 

extracted from the Pan image using wavelet transforms, and will be injected into 

the MS image. The low frequency sub-band of the pan-sharpened image is usually 

selected from the low-resolution MS image. There are three ways for fusing high 

frequency (HF) sub-bands: Substitutive, additive, and weighted methods [62]. In 

the substitutive scheme, the HF sub-bands of the MS image are replaced with HF 

sub-bands of the Pan image. In the additive scheme, the HF sub-bands of the Pan 

image are added to HF sub-bands of the MS image, and finally in the weighted 

scheme, the HF sub-band of the pan-sharpened image is obtained by a weighted 

combination of HF sub-bands from the Pan and MS images [63-64].  

Ballester et al. in [65] proposed a method called P+XS, which is a variational 

method, which calculates the pan-sharpened image by minimizing an energy 

function. It obtains the edge information of the Pan image, using the gradient 

operator. The spectral information is obtained by approximating the Pan image as a 

linear combination of the MS bands. 

2.3.4 Hybrid methods 

The Ehlers fusion is the most well-known method of this group that is based on 

an IHS transform joined with a Fourier domain filtering [66]. First, the IHS 

transform is applied to the MS bands. Using the fast Fourier transform methods, the 

spatial components to be enhanced can be directly obtained. The intensity spectrum 

is filtered with a low pass filter whereas the Pan spectrum is filtered with an inverse 

high pass filter. After filtering, the images are transformed back into the spatial 

domain with an inverse FFT and added together to form a fused intensity 
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component with the low-frequency information from the low-resolution MS image 

and the high-frequency information from the Pan image. This new intensity 

component and the original hue and saturation components of the MS image form a 

new IHS image. Finally, the pan-sharpened image is obtained via an inverse IHS 

transform. 

Similar to the Ehlers method, the hybrid method based on MST, in the first step 

the IHS transform is applied to extract intensity image from the MS bands. Then it 

uses the wavelet-based sharpening method for extracting the detailed information 

from the Pan image to inject into the intensity image. This new intensity 

component and the original hue and saturation components of the MS image form a 

new IHS image. Finally, the pan-sharpened image are obtained via an inverse IHS 

transform [67]. In addition, other combinations of PCA and MST-based method 

have been proposed [59, 68]. 

2.4 Summary 

In the chapter just finished, a review of previous image fusion methods in 

different application areas was carried out. In short, to obtain images that are all 

objects within focus, first images of the same scene with different focuses 

produced, and then these images are combined into one image so that focus areas 

are preserved. In IR and visual image fusion, the human operator can have more 

accurate and more complete view from the fused image. To combine images with 

different focuses and visual and infrared images, the previous algorithms in three 

different groups were studied: 1) spatial domain methods, 2) optimization methods, 

and 3) methods based on multi-scale decomposition. 

It was also noted that the objective of combining MS and Pan images is 

enhancing spatial resolution of MS image. The methods in this field were divided 

into four groups: 1) methods based on color transformation, 2) statistical methods, 

3) numerical methods, and 4) hybrid methods. 
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This Chapter presents a review about multi-scale transformations, which are a basic 

tool for the research presented in this dissertation. In recent years, multi-resolution 

transformations have been recognized as a very useful approach to analyze the 

information content of images for different purposes such as noise reduction [69-

70], compression [71], and the subject of this thesis, image fusion. The notion of 

multi-resolution analysis was initiated by Burt and Adelson [34] who introduced a 

multi-resolution image representation, called Gauss-Laplacian pyramid. Their 

under-lying idea is to decompose an image into a set of band-pass filtered 

component images, each of which represents a different band of spatial frequency. 

This idea was further elaborated by other researchers such as Mallat [72] and 

Meyer [73], to establish a multi-resolution analysis for continuous functions in 

connection with wavelet transformation.  

In the following of this Chapter, discrete wavelet transform (DWT) is briefly 

introduced in subsection 3.1. In subsection 3.2 problems related to DWT and an 

improved version of it called a dual-tree discrete wavelet transform (DT-DWT) is 

introduced. Contourlet transform (CT) is explained in subsection 3.3 and shiftable 

CT is described in subsection 3.4. Finally, conclusions will be provided in section 

3.5. 
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3.1 Discrete wavelet transform 

The wavelet transform, originally developed in the mid 80’s, is a signal analysis 

tool that provides a multi-resolution decomposition of an image in a biorthogonal 

basis and results in a non-redundant image representation. This basis are called 

wavelets, and they are functions generated from one single function, called mother 

wavelet, by dilations and translations. Although this is not a new idea, what makes 

this transformation more suitable than other transformations such as the Fourier 

Transform or the Discrete Cosine Transform, is the ability of representing signal 

features in both time and frequency domain. 

Fig. 3.1 shows an implementation of the discrete wavelet transform (DWT). In 

this filter bank (FB), the input signal goes through two one-dimensional digital 

filters. One of them, 𝐻0, performs a high pass filtering operation and the other 𝐻1 a 

low pass one. Each filtering operation is followed by subsampling by a factor of 

two. Then, the signal is reconstructed by first upsampling, then filtering and 

summing the subbands. 

The synthesis filters 𝐹1 and 𝐹2 must be specially adapted to the analysis filters 

𝐻0 and 𝐻1 to achieve perfect reconstruction [74]. By considering the z-transfer 

function of the 2-chanel filter bank shown in Fig. 3.1 it is easy to obtain the 

relationship that those filters need to satisfy. After analysis, the two subbands are: 
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Figure 3.1: Two channel filter bank of DWT 

Then, the filter bank combines the channels to get 𝑥̂(𝑛) . In the z-domain this is 

𝑋̂(𝑧) . Half of the terms involve 𝑋(𝑧) and half involve 𝑋(−𝑧). 
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There are two factors to eliminate including aliasing and distortion. For alias 

cancellation, choose: 
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The distortion must be reduced to a delay term, to achieve this Smith and 

Barnwell suggested [75]: 
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With these restrictions the final filtering equation is: 
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Fig. 3.2 represents one-step in a multi-scale pyramid decomposition of an image 

[23]. The algorithm applies a one-dimensional high and low pass filtering step to 

the rows and columns separately in the input image. Successive application of this 

decomposition to the LL subband gives rise to a pyramid decomposition where the 

sub-images correspond to different resolution levels and orientations. A sample 

image decomposed with the wavelet transform is shown in Fig. 3.3. 
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Figure 3.2: Analysis filter bank structure of the DWT. 

 

Figure 3.3: 2-D DWT. Left: Barbara test image and right: DWT using “db2” mother wavelet at 

two decomposition levels. Small coefficients are shown in black while large coefficients are shown 

in white 

3.2 Dual-tree discrete wavelet transform 

DWT provides a good time frequency analysis of the signal, with a non-

redundant signal representation and an optimal representation of singularities. 

However, DWT suffers from five fundamental shortcomings [76]: oscillations, 

aliasing, shift variance, poor directionality, and absence of phase information. Shift 

invariance and directional selectivity are essential to the quality of wavelet-based 
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image fusion. Because of the down-sampling operation in the DWT FB, the DWT 

is not shift invariant, and causes some visual artifacts in the pan-sharpened image. 

The human visual system is primarily sensitive to moving light stimulus; therefore, 

moving artifacts are highly distracting to the human observer [77]. In addition, if 

the directional selectivity of a FB is defined as the ability to extract directional 

features into separate images, the 2-D DWT has very poor directional selectivity, 

because 2-D DWT has four sub-images, which are usually referred to as LL, LH, 

HL, and HH images.  

A simple solution to the problem of shift-invariance is to omit the down-

sampling blocks in wavelet filter bank. In this case, the sub-bands are completely 

invariant to shift (undecimated discrete wavelet transform (UDW)). The properties 

of this new transformation are redundant signal representation, more memory, and 

high computational cost as compared to the DWT. Another form of shift-invariance 

called energy- shift-invariance or shiftability is also proposed in [78].  

The dual-tree discrete wavelet transform (DT-DWT) is a modified version of the 

DWT, and was proposed to conquer shift variance and directionality limitations of 

the DWT while maintaining the perfect reconstruction property with limited 

redundancy [79-80]. The DT-DWT is composed of two parallel DWT filter bank 

trees. The wavelet and scaling functions used in one tree can be defined as 

approximate Hilbert transforms of the functions in the other tree. The filters used in 

both trees are real, but the combined filters are referred to as analytic.  

The DT-DWT employs two real DWTs, the first one (tree 𝑎) gives the real part 

of the transform while the second one (tree 𝑏) gives the imaginary part. The 

successful operation of the DT-DWT is owed to the differences between the filters 

in the two trees, in which the DT-DWT is achieved by a simple delay of one 

sample between the level 1 filters in each tree, and for subsequent levels, by the use 

of alternate odd-length and even-length linear-phase filters. Unfortunately, the 

odd/even filter approach suffers from certain problems [80]: (a) the sub-sampling 

structure is not very symmetrical, (b) the two trees have slightly different frequency 

responses, and (c) the filter sets must be bi-orthogonal. Kingsbury proposed a Q-
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shift dual tree to overcome all problems above [81]. The key to designing filters for 

the Q-shift version of the DT-DWT lies in finding a good even length lowpass filter 

with a delay of 1/4 sample which also satisfies the standard orthonormal perfect 

reconstruction condition of two-band filter banks [80]. 

As shown in Fig. 3.4 all the filters beyond level one are even length, but they are 

no longer strictly linear phase. They are designed to have a group delay of 

approximately 1/4 sample (𝑞). The required delay difference of 1/2 sample (2𝑞) is 

then achieved by using the time reverse of the tree a filters in tree b. Furthermore, 

all filters beyond level 1 are derived from the same orthonormal prototype set. This 

leads to a more symmetric sub-sampling structure, but which preserves the key 

advantages of DT-DWT that are approximate shift invariance and good directional 

selectivity. The symmetry of the sub-sampling process is important for hierarchical 

algorithms, which relate wavelet coefficients at one level to those at the same 

spatial location at levels above or below. Therefore, we decompose the input multi-

focus images with Q-shift CWT. Here, The (9,7) filters were chosen for level 1 as a 

good compromise between smoothness and complexity (a much closer 

approximation to orthonormality at level 1 may be obtained from the (13,19)-tap 

filters) and Q-shift (14,14)-tap filters as the levels beyond. 

This combination led to a complex extension of real signals. As the complex 

wavelets can distinguish between positive and negative frequencies, the diagonal 

sub-bands can be discriminated from horizontal and vertical sub-bands. Later on, 

horizontal and vertical sub-bands are divided giving six distinct sub-bands at each 

scale (at orientation ±15°, ±45°, and ±75°). 

Directional subbands of DT-DWT are illustrated in Fig. 3.5 for a sample image, 

in which the improvement for directional feature extractions is evident compared to 

DWT (Fig. 3.3)). 

In this thesis, the DT-DWT of an image x is denoted by y and is assumed in the 

different scales to be of the form: 
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Figure 3.4: The Q-shift version of the DT CWT, giving real and imaginary parts of complex 

coefficients from tree 𝑎 and tree 𝑏 respectively. Figures in brackets indicate the delay for each 

filter, where 𝑞 =  1/4 sample period [81]. 

(3.7)                              LL xyyyy ,..., 21 

where xL represents the approximation or low frequency sub-bands at the last 

decomposition level, while yl represents the details or high frequency sub-bands at 

level l. In addition, yl is composed of twelve directional sub-bands, six of which are 

real, and six are imaginary: 
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Figure 3.5: Improvement for directional features extraction in DT-DWT, Top: DT-DWT subbands 

at two decomposition levels, and bottom:  DT-DWT transform of Barbara test image. Small 

coefficients are shown in black while large coefficients are shown in white. 

We use the coordinates (𝑖 , 𝑗) or the shorthand notation of (.), to index the spatial 

position of the coefficients. It should be mentioned that we have used the DT-DWT 

toolbox version 4.3 provided by Kingsbury1 for implementation.  

3.3 Contourlet transform 

Natural images are not simply stacks of 1-D piecewise smooth scan-lines; 

discontinuity points (i.e. edges) are typically located along smooth curves (i.e. 

contours) owing to smooth boundaries of physical objects. Thus, natural images 

contain intrinsic geometrical structures that are key features in visual information. 

As a result of a separable extension from 1-D bases, wavelets in 2-D are good at 

                                              
1 http://www.eng.cam.ac.uk/~ngk/ 
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isolating the discontinuities at edge points, but will not “see” the smoothness along 

the contours. In addition, separable wavelets can capture only limited directional 

information – an important and unique feature of multidimensional signals. These 

disappointing behaviors indicate that more powerful representations are needed in 

higher dimensions. 

The idea of combining the directional filter bank (DFB) and a multi-resolution 

decomposition to create a multi-resolution multidirectional decomposition is 

suggested in [82]. In particular, Do and Vetterli built the theory of the Contourlet 

transform from the pyramidal DFB in [83]. 

Contourlets provide a new system representation for image analysis. The 

contourlet name is so called because of its ability to capture and link the point of 

discontinuities to form a linear structure (contours). The two-stage process used to 

derive the contourlet coefficients involves a multi-scale transform and a local 

directional transform. The point of discontinuities and multi-scale transformation is 

obtained via the Laplacian pyramid [34]. The local directional filter bank is used to 

group these wavelet-like coefficients to obtain a smooth contour. Contourlets 

provide 2𝑙 directions at each scale, where l is the number of required orientation. 

This flexibility of having different numbers of direction at each scale makes 

contourlets different from other available multi-scale and directional image 

representation, which includes 2-D Gabor wavelets [78], the cortex transforms [84], 

and the steerable pyramid [85]. Similar to wavelets, contourlets also have different 

implementation of the subsampled and nonsubsampled transforms. 

The discrete CT is developed in the discrete domain using the fast-iterated 

nonseparable filter banks having an order of N operations for N-pixel images. The 

transformation stage includes two filter banks: the Laplacian pyramid to generate 

multi-scale decomposition and the directional filter bank to reveal directional 

details at each decomposition level as illustrated in Fig. 3.6. 

The subsampled CT consists of down-sampling the image by a factor of M at 

each level of transformation. The 2-D filters are obtained from mapping 1-D filters. 

For perfect reconstruction, the 1-D filters satisfy the condition [86]: 
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Figure 3.6: Discrete contourlet transform (This figure is a modified version of [83])
 

(3.9)                                     21100  zGzHzGzH 

where 𝐻0(𝑧) and 𝐻1(𝑧) represent the low-pass and high-pass analysis filters, 

whereas 𝐺0(𝑧) and 𝐺1(𝑧) are the low-pass and high-pass synthesis filters.  

The 2-D perfect reconstruction is achieved by choosing the mapping filter 𝑀(𝑧) 

to satisfy the condition: 

(3.10)                                         21100  zMGzMHzMGzMH 

𝑀(𝑧) has a separable property in the polyphase domain, which reduces the filter 

complexity from O(𝑁2) to O(N) [86]. 

The 2-D directional filter bank (DFB) is constructed in two steps. In the first 

step, the frequency spectrum is divided into horizontal and vertical directions using 

a two-channel quincunx filter bank. This is followed by the shearing operator. An 

appropriate choice of shearing operation and the two-direction partition of 

quincunx filter banks provide the required directional division of the 2-D spectrum 
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(Figs. 3.7 and 3.8). An example of CT is shown in Fig. 3.9. As it can be seen, only 

contourlets that match with both location and direction of image contours produce 

significant coefficients. 

3.4 Shiftable Contourlet transform 

Similar to the DWT, the CT is not shift-invariant and results in artifacts along 

the edges to some extent. The Nonsubsampled Contourlet Transform (NSCT) was 

proposed to meet the shift invariance. The NSCT is the shift-invariant version of 

the CT and is built based on nonsubsampled pyramid decomposition and 

nonsubsampled filter banks, to obtain the shift invariance [87-88]. But, the NSCT 

has the overcomplete ratio of N×K, where N is the number of resolution levels and 

K is the number of directions, which is very high compared to the overcomplete 

 

Figure 3.7: Two-dimensional spectrum partition using quincunx filter banks with fan filters. The 

black regions represent the ideal frequency supports of each filter. Q is a quincunx sampling 

matrix [83].      

 

Figure 3.8: Example of shearing operation that is used like a rotation operation for DFB 

decomposition. Left: The “cameraman” image and right: The “cameraman” image after a shearing 

operation [83]. 
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Figure 3.9: Examples of the contourlet transform on the Barbara image. For clear visualization, 

each image is only decomposed into two pyramidal levels, which are then decomposed into four 

and eight directional subbands. Small coefficients are shown in black while large coefficients are 

shown in white. 

ratio of the CT (4/3). However, a reduced form of translation invariance exists, 

namely, energy shift-invariance or “shiftability” [78], which means that the energy 

of the output signal is shift invariant. As for these reasons, we use the SCT, which 

is shown to have a number of desirable properties for image analysis including 

shiftable sub-band, arbitrarily high directionality, and low redundancy (11/3) [89]. 

The shiftable contourlet transform or shiftable complex directional pyramid is a 

novel image transform, which provides a directional and shiftable image 

representation, as shown by its ideal construction in Fig. 3.10. The forward and 

inverse transforms are carried out by the analysis and synthesis pyramidal dual-tree 

directional filter bank (PDTDFB). The PDTDFB is a combination of an iterative 

multi-resolution FB and a dual-tree of DFB at each resolution, as presented in Fig. 

3.10. 

In order to construct a shiftable multi-scale and multidirectional decomposition, 

a combination of a multi-resolution FB with the dual-tree DFB at high frequency is  
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Figure 3.10: The structure of the shiftable complex directional pyramid, analysis (left) and 

synthesis (right) sides [89]. 

proposed by Nguyen and Oraintara [89]. The combination of the multi-resolution 

FB and the dual-tree DFB has a double objective. First, the multi-scale FB provides 

a multi-resolution image decomposition. Secondly, it can also remove the 

remaining aliasing components in the dual-tree DFB. In order to keep the 

complexity low, the FB should be efficiently implemented using separable filtering. 

The proposed multi-scale FB consists of an undecimated two channel FB, and an 

iterated 2-D multi-resolution FB having decimation at the low-pass branch. 

Consider the construction in Fig. 3.10. At the front end, an undecimated two-

channel FB [L0(z) and R0(z)] is used to filter out the high frequency components 

near  0,  and  ,0 , which can potentially cause aliasing in the dual-tree. The 

high-pass filter produces a ’residual’ image similar to that in the steerable pyramid. 

It is clear that, for this undecimated FB to be PR, the filters must satisfy: 

(3.11)     1
2

0

2

0   LR 

The output of the wideband low-pass filter L0(z) is then fed into the first stage of 

the multi-resolution pyramidal FB where the signal is divided into two parts: the 

coarse approximation [point L in Fig. 3.10] and the high frequency component 

[point H in Fig. 3.10]. This high frequency component is then further decomposed 

by a dual-tree of DFBs to produce the real and imaginary parts of the 2n complex 

directional sub-bands. This decomposition (block P) is also repeated at the low 
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frequency output (point L), forming a pyramid. The filters in blocks P and Q are 

designed to satisfy the PR and non-aliasing conditions: 

(3.12)                                   0,,1
4
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where    2/,min 21   , and the factor 1/4 in the first equation is to ensure that 

the two-channel FB is PR. 

The PDTDFB takes the shiftable pyramidal FB discussed above and applies a 

dual-tree 2n-channel DFB at the high-pass output of each level. The first level of 

the PDTDFB is illustrated in Fig. 3.10. The blocks P and Q are iterated to provide a 

multi-scale decomposition and synthesis. Based on the construction of the 

PDTDFB, the image representation produced by the structure in Fig. 3.10 is 

shiftable. The DFBs employed in the PDTDFB are constructed using the proposed 

structure by Do and Vetterli [83]. The primal and dual DFBs of the dual-tree are 

identical at every level except for the second one where the filters of the two-

channel fan FBs in the dual DFB have to satisfy the phase conditions. By this 

construction, the resulting directional filters in the primal and dual DFBs form 

Hilbert transform pairs. The conventional DFB is constructed by using a binary tree 

of two-channel FBs [90]. These two-channel FBs can be obtained from one 

prototype fan FB if appropriate resampling blocks, which are up or down-sampling 

blocks having determinant one, are used in the tree [91]. The 2n-channel dual-tree 

DFB is constructed from four-channel dual-tree DFB by cascading two-channel 

FBs, using the same prototype fan FBs and resampling blocks. Therefore, each pair 

of directional filters in the primal and dual 2n-channel DFBs still form a Hilbert 

transform pair.  

The image decomposition by the PDTDFB is thus a multi-resolution and 

directional transform whose basis functions are the sub-band filters’ impulse 

responses. Therefore, the PDTDFB can be regarded as a shiftable Contourlet 

transform (SCT). The SCT is shown to have a number of desirable properties for 
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image analysis including shiftable sub-band, arbitrarily high directionality, and low 

redundancy. Since the decimation ratio after L1(s) in each level is (1/4), the upper 

bound of the overcomplete ratio for the case of single (maximally decimated) DFB 

is 1+(1/4)+(1/6) = (4/3). Since there are two DFBs in each level, the overcomplete 

ratio is then bounded by 2×(4/3) = (8/3). Taking into account the residual sub-band 

at the output of filter R0(z), the total overcomplete ratio of the decomposition is 

1+(8/3) = (11/3) [89].  

3.5 Summary 

In the Chapter just finished, we discussed about some of important multi-scale 

image transformations. As we have stated DT-DWT is an improved version of 

DWT, which has higher angular resolutions and it is also shift invariant. Then, CT 

is studied to extract the geometry of the image, i.e. the contours and its shiftable 

version, i.e. SCT were described. Table 3.1 provides a comparison between various 

transformations in terms of shiftability and data redundancy. 

Table 3.1: Comparison between different multi-scale transformations (N is decomposition level, 

and K is number of direction in each level) 

Filter Bank data redundancy shiftability 

DWT 1 Variant 

UDWT 3×N+1 Linear invariant 

DT-DWT 4 Approximate invariant 

CT 4/3 Variant 

NSCT N×K Linear invariant 

SCT 11/3 Approximate invariant 
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In this Chapter, the proposed algorithms for different applications of image fusion 

will be described. In previous Chapter, different multi-scale transformations for 

image representation were briefly reviewed that are the basis for the proposed 

algorithms in this thesis. In fact, in this study, we have used the DT-DWT for 

fusing multi-focus and IR and visible image fusion. In addition, the SCT is used for 

MS and Pan image fusion or pansharpening. The choice of multi-scale transform is 

related to the proposed algorithm and the objectives of respected application. 

In the following, in subsection 4.1, a new method based on Fisher classifier and 

fuzzy logic is presented to fuse images with different focuses. In subsection 4.2, a 

new algorithm based on fuzzy logic and particle swarm optimization is proposed 

for IR and visible image fusion. In subsection 4.3, multi-objective particle swarm 

optimization is used for remote-sensing image fusion. Finally, a summary is 

provided in subsection 4.4. 

4.1 Multi-focus image fusion using fuzzy logic and classification 

In this study, we aim to reach best performance that a wavelet-based method can 

produce. The best performance is related to manually picking in focus wavelet 

coefficients from the transformed source images using hand-made decision map to 

generate best possible fused image in the wavelet domain. Therefore, we present a 

new method for merging high and low frequency wavelet coefficients as a fusion 
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rule using Fisher classifier and fuzzy logic. We use the inter-scale dependency 

between wavelet coefficients in the DT-DWT sub-bands to obtain a reliable 

decision map. First, a twelve dimensional feature vector is obtained using six 

directional sub-bands of DT-DWT in the first decomposition level of the source 

images. Then, this feature vector is projected to one-dimensional space using a 

trained Fisher classifier. We use the classifier output as a decision map for selecting 

high frequency wavelet coefficients between two source images in the different 

directions and decomposition levels, equally [92-94].  

In addition, there is an uncertainty about selecting high frequency wavelet 

coefficients in the smooth regions of two images, which causes some misclassified 

regions in the classifier output. In order to solve this uncertainty and integrate as 

much information of each source image as possible into the fused image, we 

propose an algorithm based on fuzzy logic, which combines the outputs of two 

different fusion rules: Selection based on decision map, and weighted averaging. 

The classifier output is also used for selecting low frequency wavelet coefficients 

between the source images instead of simple averaging. 

For testing our new fusion rule, we use DT-DWT, which introduces limited 

redundancy and allows the transform to provide approximate shift invariance and 

directionally selective filters while preserving the usual properties of perfect 

reconstruction and computational efficiency. In the following, the proposed fusion 

algorithm using the Fisher classifier and fuzzy logic is presented. 

Fig. 4.1 shows the block diagram of the proposed method, which consists of 

some essential stages: 

1) The source images are decomposed into different directions and scales using 

DT-DWT. 

2) A twelve dimensional feature vector is extracted using the directional sub-bands 

of DT-DWT in the first decomposition level. 

3) A reliable decision map is obtained using a trained Fisher classifier. 

4) The high frequency wavelet coefficients of the source images are integrated 



 Chapter 4. The proposed methods for image fusion 

 

41 

using fuzzy logic, which combines outputs of two different fusion rules 

(selection based on decision map, and weighted averaging), based on a 

dissimilarity measure of the source images. 

5) The low frequency wavelet coefficients of the final fused image are selected 

from the source images using a down sampled version of the decision map, 

which is obtained in step 3. 

6) The inverse DT-DWT of the new low and high frequency wavelet coefficients 

generates the final fused image.  

In the following subsections, we have provided more detailed explication of the 

image fusion process. 

 

Figure 4.1: Block diagram of proposed image fusion algorithm. 
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4.1.1 Feature extraction 

The high frequency wavelet coefficients reflect the image edges and detailed 

information. Based on the mechanism of imaging in the optical system, the 

bandwidth of system function for in focus images is wider for out-of-focus images 

[95]. Therefore, the absolute values of high frequency wavelet coefficients of clear 

images are larger than blurred images.  

Using the information of high frequency wavelet coefficients is a straightforward 

approach to distinguish between in and out of focus regions; however, we can use 

some local features (such as energy, mean, standard deviation, and normalized 

Shannon entropy), to enhance the information of wavelet coefficients. Commonly, 

absolute values of wavelet coefficients are used for calculating local features as 

follows: 
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(4.4)  

where 𝑦(𝑖 , 𝑗)’s are the wavelet coefficients at the position of (𝑖 , 𝑗), (2𝑁 + 1, 2𝑀 +

1) is the size of local window, W is the number of coefficients in the local window, 

h is normalized histogram of absolute values of wavelet coefficients in a local 

window at the position of (𝑖 , 𝑗), and L is the number of levels. 

Here, we use the magnitude of complex wavelet coefficients at the first 

decomposition level for calculating the local features: 
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     21211
|.|.|. dydydy imagrealabs                               (4.5) 

where  dyreal |.1  and  dyreal |.1  are the real and imaginary wavelet coefficients of the 

DT-DWT at the first level and orientation d, which can be ±15°, ±45°, and ±75°. 

After extracting one of the mentioned local features using the magnitude of 

complex wavelet coefficients, it is followed by nonlinear averaging in the local 

window for taking into account neighbor dependency and smoothing on the feature 

space: 
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where F is the local feature, 𝐺(𝑛, 𝑚) is the local window’s weight, which is 

obtained by a Gaussian filter.  

We use two different local windows (3×3, and 7×7), to calculate the local 

features in the six sub-bands of DT-DWT of source images. Calculating the 

features using two different local windows can reduce the existent uncertainty in 

the border of in and out of focus regions. Therefore, twelve feature images are 

obtained for each source image using two local windows in the six directional sub-

bands of DT-DWT. Then, the differences between extracted features of the source 

images are used as a feature vector for the classification problem: 
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d
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d
LW                                    (4.7) 

where A and B are the source images, NF is obtained using (4.6), d’s are the six 

high frequency directional sub-bands of DT-DWT, and LW are the two local 

windows. 

Finally, the twelve dimensional features vector is defined as follows: 
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Thus, at the end of feature extraction step we have a stack of twelve transformed 

images, which is obtained using six high frequency directional sub-bands of DT-

DWT of two source images with different focus points. 

4.1.2 Fisher classifier 

Having the feature vector, for classification of wavelet coefficients as either in 

focus or out of focus, we use the Fisher classifier. Compared with the Neural 

Network (NN) and the Support Vector Machine (SVM), the Fisher classifier is 

easier to train, faster to classify, needs fewer training samples, and does not suffer 

from overtraining problems [96-97]. 

For a feature vector X, the Fisher classifier projects X into one dimension Y in 

direction W using: 

XWY T                                                   (4.9)

 

The Fisher criterion finds the optimal projection direction 𝑊0  by maximizing 

the ratio of the between-class scatter to the within-class scatter. Let 𝑆𝑤 and 𝑆𝑏 be 

the within- and between-class scatter matrices respectively, 
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where uk is the mean vector of the 𝑘𝑡ℎ class, 𝑢0 is the global mean vector, and 𝐾 is 

the number of classes. 

The optimal projection direction is the eigenvector of 𝑆𝑤
−1𝑆𝑏 corresponding to its 

largest eigenvalue [98]. For a two-class classification problem, we do not need to 
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calculate the eigenvectors of 𝑆𝑤
−1𝑆𝑏. It is shown that the optimal projection 

direction is [98]: 
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                                          (4.13) 

 

Fig. 4.2 shows train images and their corresponding class labels for training 

Fisher classifier (black regions indicate out of focus area and white regions indicate 

in focus area for the first source image and vice versa). Let Y1 and Y2 be the 

projections of training images for in and out-of-focus classes to the optimal 

projection direction W0, and let E[Y1] and E[Y2] be the means of Y1 and Y2, 

respectively. Suppose E[Y1]> E[Y2], then for a pair of test images with feature 

vector X, the decision can be made as: 
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It is known that, if the feature vector X is jointly Gaussian distributed and the 

two classes have the same covariance matrices, then the Fisher classifier is optimal 

in a minimum classification error sense [98].  

Table 4.1 shows classification accuracy using different local features (Mean, 

Energy, Normalized Shannon Entropy, and Standard Deviation) for test images. It 

should be mentioned that for calculating the classification accuracy, the first 

handmade classification maps are extracted from different multi-focus images 

using cut and paste method. Then, these handmade classification maps are 

compared with the classification outputs for different test images. As it can be seen 

in Table 1, the best result is related to the standard deviation as the local feature for 

the classification problem. Also using two local features, while increasing the  
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Figure 4.2: Top: Training images used in the experiment, and bottom: class labels (black regions 

indicate out-of-focus areas and white regions indicate in focus areas for the first training image and 

for the second training image, black regions indicate in of focus areas and white regions indicate 

out-of-focus areas). 

complexity, is not effective for the classification accuracy. The handmade 

classification maps and the classification results using the standard deviation as the 

local feature, for a number of multi-focus images are shown in Fig. 4.3.   

After completion of classification, there may existed some misclassified pixels. 

In order to solve this problem, we have used post-processing. Li in [39] applied a 

majority filter for this purpose. In the Li method, if the number of 1’s pixels in a 

local window (e.g. 5×5) around a central pixel in the binary decision map are more 

than 0’s pixels, then the value of central pixel is set to 1, and if the number of 0’s 

pixels are more than 1’s pixels, then the value of central pixel is set to 0. 

Table 4.1: Classification Accuracy using different local features. 

Feature Mean Energy Std. Entropy Mean+Std. Energy+Std. 

Classification Accuracy 88.11 % 81.83 % 88.53 % 85.67 % 87.50% 86.49 % 
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Figure 4.3: Classification results for the different multi-focus test images. First and second 

columns from top to bottom: pairs of multi-focus “Flower”, “Doll”, “Rose”, “Book”, and “Disk” 

images, third and fourth columns: the classification result, and the handmade classification maps, 

respectively. 

In this study, we have proposed a new method based on area of separate regions 

in the binary classification map. First, each separate region in the binary 

classification map is labeled (using the “bwlabel” function in the Matlab software). 

Then, the area of each labeled region is calculated (using the “regionprops” 

function). Finally, the value of each labeled region in the decision map, which its 
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area is smaller than a specific threshold, is reversed (i.e. from one to zero and vice 

versa). In order to determine the threshold value, the calculated areas of the isolated 

regions in the decision map are sorted. Then, the second value from top is selected 

for the threshold. It is supposed that there are two dominant regions in the 

classification map (i.e. in and out of focus regions), and isolated regions with 

smaller areas are misclassified. Fig. 4.4 shows the results of post-processing using 

majority filter and the proposed method in this paper. In addition, Table 4.2 shows 

the classification accuracy after post-processing using these methods. As it can be 

observed in Table 4.2, the improvement using our post-processing method is 

promising (more than 6.5 %) 

4.1.3 Fusion rule for high frequency coefficients 

The classifier output obtained in the previous subsection is used as a decision 

map (DM) for selecting high frequency wavelet coefficients between the multi-

focus source images in different directions and decomposition levels of the DT-

DWT. In fact, the fusion rule is defined as follows: 

 

          .1|..|.|.1 DMdyDMdydy l
B

l
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where  dy l
A |.  and  dy l

B |.  are the high frequency wavelet coefficients of the 

source images A and B, at level l and orientation d, l = 1, 2…L, and d = 1, 2…6 

which can be ±15°, ±45°, and ±75°. Also in the coarser decomposition level, an 

estimation of DM using down sampling is used. 

Although the decision maps obtained using the Fisher classifier are very 

accurate, it does not result in an optimal fused image. Indeed, there are many 

smooth regions in the source images, and the extracted features could not 

distinguish them enough to classify them as in or out of focus pixels. Therefore, 

some pixels are misclassified in the decision map. In order to solve this uncertainty 

problem, a weighted averaging rule is used for these regions: 
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Figure 4.4: First column: the classification results for multi-focus “Doll”, “Rose”, “Book”, and 

“Disk” images, second column: post-processing results using majority filter, third column: the 

post-processing results using proposed method and fourth column: handmade classification map. 

Table 4.2: Classification Accuracy after post-processing. 

Method Before Post-Processing Majority Filter [39] Proposed 

Classification Accuracy 88.53 % 90.15 % 95.07 % 
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where  .AW  and  .BW  are obtained using the following formula: 
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where NF is the extracted feature for each source image using (4.6). 

We plan to design a good fusion method for combining two fusion rules using 

(4.16) and (4.17) to integrate as much information as possible into the fused image. 

We define a dissimilarity measure (DIS) for this purpose. The DIS is intended to 

measure the degree of ‘dissimilarity’ from the source images. In the following 

expression, this measure is defined as: 
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where   jiAVT ji ,max , . 

By analyzing the DIS measure, we can determine where and to what extent the 

source images differ, and use this information to combine the fusion rules. First, we 

define the following linguistic rules for the proposed fusion rule: 

IF the DIS measure at a given position is high (i.e. the sources are different at that 

position) THEN we use the first fusion rule (selection using DM) 

IF the DIS measure at a given position is low (i.e. the sources are similar at that 

position) THEN we use the third fusion rule (weighted averaging) 

Then, for constructing standard rules from Linguistic ones, we define small and 

large membership functions. Fuzzy membership function is a curve, which defines 

how each point in the input space is mapped to a membership value (or degree of 
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membership) between zero and one. MF is often given the designation of µ. Here, 

we use the trapezoidal membership function, which is shown in Fig. 4.5. Finally, 

the fusion rule for high frequency coefficients is defined as follows: 
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                               (4.21) 

where ly
1
 and ly

2  
are obtained using (4.16) and (4.17), and µ1 and µ2 are the large and 

small membership functions, respectively.  

The proposed fusion rule for the high frequency coefficients causes blurring 

effect around the border area between the in and out of focus regions in the fused 

image. Although the decision maps obtained using the Fisher classifier are very 

accurate, but the border points between the in and out of focus regions are not 

extracted, appropriately. In order to solve this problem, we change the first fusion 

rule expressed in (4.16). First, the border of in and out of focus regions is obtained 

using the decision map. This border is then widened (using the “imdilate” function 

of Matlab software). Fig. 4.6 shows the extracted border maps (BM) using the 

decision maps of different multi-focus images. Finally, the BM is used for solving 

the blurring effect around the border regions as:  

 

Figure 4.5: Fuzzy membership function, T1 = 0.1 and T2 = 0.25, which are obtained using test 

images by trial and error. 
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Figure 4.6: Border map for multi-focus “Doll”, “Rose”, “Disk”, and “Book” images (from top left, 

clockwise). 
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where 33F  is the standard deviation using (4.3) in a 3×3 local window. Then, the 

first fusion rule is changed as follows: 
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Fig. 4.7 shows the subjective results using this correction for the different multi-

focus images. As it can be seen in Fig. 4.7, the border regions are appropriately 

retrieved.  
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Figure 4.7: Subjective fusion results, Top: from left to right: A part of Multi-focus “Disk” images, 

results without and with border correction, and bottom: from left to right: A part of Multi-focus 

“Flower” images, results without and with border correction. 

It should be mentioned that we use an estimation of the DM, DIS and BM using 

down sampling for coarser decomposition levels for the fusion rule. In fact, the 

proposed method is based on multi-scale grouping, which uses a similar approach 

for fusion of high frequency wavelet coefficients in different directions and scales 

of dual-tree discrete wavelet transform. 

Usually, using more decomposition levels for wavelet-based image fusion results 

in a better fused image. In the previous wavelet-based methods, the decision map is 

obtained by comparing the activity level measurement of wavelet coefficients 

between source images in different directions and scales. In addition to lower 

accuracy of the decision maps in finer scales, also in coarser scales due to loss of 

high frequency information of images (because of passing through low frequency 

filter banks), the decision maps were wrongly extracted for selecting more 

important coefficients. Therefore, a certain levels numbers as the best level in the 

wavelet analysis was selected. Even in some literature, algorithms for determining 

the optimal decomposition level have been suggested [99]. 
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In the proposed method, because of using an accurate and reliable decision map 

in different wavelet decomposition levels, the problem of selecting appropriate 

levels is solved. In fact, the experimental results show that for N-2 decomposition 

levels, the best results are obtained, where N is the possible decomposition levels 

for an image (e.g. for a 512×512 image, N = log2512 = 8). 

Table 4.3 shows a comparison between previous fusion rules for high frequency 

wavelet coefficients consisting of maximum selection (MS), Weighted average 

(WA) [45], and window based verification (WBV) [39], and the proposed method 

in this paper. In this experiment, which has been performed on different multi-focus 

images, the best value of the PSNR index with respect to the decomposition levels 

for the fused images (compared to the handmade or reference image) are obtained 

for different methods. Handmade or reference image is obtained by transferring in 

focus regions of source images into one image. As it can be observed in Table 4.3, 

the best results for the proposed method are obtained using N-2 decomposition 

levels, while for other fusion rules the best results are obtained in different 

decomposition levels. The purpose of this experiment is determining optimal 

decomposition levels for image fusion process, and comparisons between different 

methods will be fully discussed in experimental results Chapter.  

4.1.4 Fusion rule for low frequency coefficients 

The information contained in the low frequency (LF) coefficients is very 

important for the natural appearance of an image, because LF coefficients contain 

the bulk of the energy of an image. Commonly, the averaging is an accepted 

method to fuse approximation or low frequency coefficients of the source images in 

the wavelet-based fusion methods: 
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Table 4.3: The best value of the PSNRdB index with respect to decomposition levels obtained for 

different multi-focus images and different fusion rules. 

N Proposed WBV [39]     WA [45] MS Test Image 

 

5 

42.56 37.76 37.41 35.29  

“Disk” L = 3 L = 5 L = 5 L = 4 

 

5 

41.62 37.85 37.64 35.83  

“Lab” L = 3 L = 5 L = 5 L = 5 

 

8 

44.34 41.57 40.77 39.37  

“Pepsi” L = 6 L = 5 L = 5 L = 5 

 

8 

41.36 34.80 34.92 33.42  

“Flower” L = 6 L = 7 L = 7 L = 4 

 

8 

37.54 33.77 33.95 32.54  

“Rose” L = 6 L = 5 L = 5 L = 4 

 

8 

42.75 39.14 38.56 38.22  

“Doll” L = 6 L = 7 L = 7 L = 6 

 

8 

44.87 39.98 39.56 37.97  

“Book” L = 6 L = 4 L = 4 L = 3 

 

where  .L
Fx ,  .L

Ax
 
and  .L

Bx  are the fused and input LF coefficients, and L represents 

the coarsest resolution level.  

However, equally weighing the input approximation or LF sub-bands in the final 

fused image causes the problem of contrast reduction, because the source images 

have different contrast conditions. In [100], LF fusion rule is performed using 

arithmetic combinations of input LF coefficients. Specifically, the offset zero-mean 

addition is used, which is defined as: 
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where μA and μB are the mean values of the two input LF sub-bands, and L 

represents the coarsest resolution level. Like other arithmetic fusion methods, the 
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fusion defined in (4.24) is weak to the destructive superposition, especially if the 

input LF sub-bands have opposing illumination levels. 

In this thesis, we have proposed a new method for low frequency fusion rule. 

Since, there are not enough differences between LF coefficients of the source 

images to distinguish them as in or out of focus coefficients, we have used an 

estimation of the decision map obtained by the Fisher classifier for LF fusion rule, 

which is defined as: 
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where  .
^

DM  is obtained via down sampling of the DM, which is the classification 

output. 

Finally, after combining low and high frequency dual-tree discrete wavelet 

coefficients of the source images, the final fused image is obtained using inverse 

DT-DWT: 
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(4.27) 

where 1  is the inverse DT-DWT, Fy
 
are the high frequency coefficients using 

(4.21), and L
Fx
 
are the low frequency coefficients using (4.26). 

Table 4.4 shows the PSNR index for three different alternative low frequency 

fusion rules in our fusion scheme. This experiment was performed on the multi-

focus images dataset, and average PSNRs for all test images are shown in Table 

4.4. Unlike many authors who believe that the LF fusion rules have little influence 

on the overall fusion performance [100], it can be seen in Table 4 that the proposed 

LF fusion rule is very effective (more than +1.46 dB on average). 

Table 4.4: PSNRdB index for different low frequency fusion rules. 

Low Frequency Fusion rule Averaging Arithmetic combinations [100] Proposed 

dBPSNR 40.46 40.87 42.33 
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4.2 IR and visible image fusion using fuzzy logic and particle swarm 

optimization 

In this subsection, we propose a new wavelet-based image fusion method, which 

combines pixel and region-based fusion algorithms using fuzzy logic. We 

specifically present new fusion rules to merge high and low frequency wavelet 

coefficients in an appropriate way in order to achieve the best quality in the fused 

image [101-102]. The basic idea is to compute a dissimilarity measure of the source 

images to combine three different fusion rules to fuse high frequency wavelet 

coefficients, which are the weighted averaging, selection using pixel-based decision 

map, and selection using region-based decision map. In addition, we use an 

optimization-based method for low frequency fusion rule instead of simple 

averaging, because equal weighing of the input approximation sub-bands leads to 

the problem of contrast reduction. To evaluate the new fusion algorithm with other 

wavelet-based fusion methods, we use DT-DWT, which introduces limited 

redundancy and allows the transform to provide approximate shift invariance and 

directionally selective filters, while preserving the usual properties of perfect 

reconstruction and computational efficiency [103, 76].  

In the following, an image segmentation algorithm using watershed transform is 

described. Then, the proposed image fusion method will be presented.  

4.2.1 Image segmentation algorithm using watershed transform 

In this subsection, we describe an algorithm based on watershed segmentation 

for multi-valued images segmentation, especially for IR and visible images. In the 

immersion-based watershed algorithm of [104], the gradient magnitude of an image 

is firstly calculated. This image is considered as a topographic relief in where the 

brightness value of each pixel corresponds to a physical elevation. The technique 

can simply be described by figuring that holes are pierced in each local minimum 

of the topographic relief. Eventually, the surface is slowly immersed into a ’lake’, 

through that filling all the catchment basins, starting from the basin which is 
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associated with the global minimum. As soon as two catchment basins tend to join, 

a dam is constructed. The procedure results in a partitioning of the image in many 

catchment basins of which the borders describe the watershed lines [105].  

For multi-valued images, a single-valued method can be adopted by segmenting 

each band, separately, but jointly segmented images work better for the region-

based image fusion algorithms. This is because the segmentation map will contain a 

smaller number of regions to represent all features in the both IR and visible 

images, and therefore reduces the computational cost. 

Here we use a new method to obtain a joint gradient image from IR and visible 

images. First, a Gaussian derivative function is used to generate the gradient 

magnitude from the source images as: 
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(4.28) 

where  yxS ,  is the gray scale image, xG  and yG  are the Gaussian partial derivative 

filters in the x and y directions, and * denotes convolution. 

It is followed by a morphological opening, which operates similar to the local 

median filtering to reduce step noise in the gradient image. The opening is based on 

a min(.) followed by a max(.) operation on a local neighborhood around the pixels. 

Then a joint gradient image (JG) is obtained from the source images using the 

following formula: 
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where AG
~

 and BG
~

 are the filtered gradient images from the IR and visible images. 

Finally, the joint gradient image is used to obtain segmentation map via 

watershed algorithm. The watershed algorithm is known to suffer from the over 

segmentation problem due to noise and other local irregularities of the gradient 
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image. A practical solution to this problem is to limit the number of allowable  

 

Figure 4.8: Segmentation of IR and visible images, from top left, clockwise: IR image, visible 

image, segmentation map, and the joint gradient image. 

regions by incorporating a preprocessing step, which is designed to bring additional 

knowledge into the segmentation process. An approach used to control over 

segmentation is based on the concept of markers. A marker is a connected 

component belonging to an image. There are internal markers, associated with the 

object of interest, and external markers, associated with the background [106].  

Here, we have used a binary version of the joint gradient (JG) image as the 

external marker (EM), and its edges as the internal marker (IM). Then we have 

used a morphological reconstruction based method to limit the number of regional 

minima in the JG image to control the over segmentation problem as follows:  


__

JG nimimposemi  IM&EMJG,                                   (4.30) 

where the “imimposemin” function in the MATLAB software modifies the joint 
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gradient image using morphological reconstruction, so it only has regional minima 

wherever (EM & IM) is nonzero [106], and & is the logical AND operator. 

Now, the watershed algorithm is applied to the modified JG image. Thus, at the 

end, we have a joint segmentation map for the both IR and visible images (see Fig. 

4.8). 

4.2.2 The proposed image fusion method 

In this subsection, we present the proposed multi-sensor image fusion algorithm. 

Fig. 4.9 shows the block diagram of the proposed method, which consists of a 

number of essential stages: 

1) A segmentation map is obtained using the marker-based watershed 

segmentation algorithm based on all the source images. 

2) The source images are decomposed into different directions and scales using the 

DT-DWT. 

3) The pixel-based decision maps are obtained through activities measurement of 

high frequency wavelet coefficients in each scale and direction of the DT-DWT. 

4) Having the segmentation map, the region-based decision maps are generated 

from pixel-based decision maps. 

5) High frequency wavelet coefficients of the source images are integrated using 

fuzzy logic, which combines outputs of three different fusion rules based on a 

dissimilarity measure of the source images: selection using pixel-based decision 

map, selection using region-based decision map, and weighted averaging. 

6) Low frequency wavelet coefficients of the final fused image are obtained via 

weighted averaging, in which the weights are optimally estimated using the 

Particle Swarm Optimization algorithm. 

7) The Inverse DT-DWT of the new low and high frequency wavelet coefficients 

generates the final fused image.    
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In the following subsections, we have provided more detailed explications of the 

image fusion process. 

 

Figure 4.9: Block diagram of the proposed image fusion algorithm. 

4.2.2.1 Generation of pixel and region-based decision maps 

In the infrared images, usually the regions do not contain texture information, 

and the information within them is borders of different areas. This is because of 

temperature differences between adjacent areas, which are measured by the infrared 

sensors. On the other hand, the regions in the visual images contain textures, and in 
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special conditions--such as poor light condition and foggy weather--the borders of 

different areas are not correctly detected. 

Wavelet-based image fusion methods are motivated by the fact that the human 

visual system is primarily sensitive to the contrast changes or edges. Based on this 

fact, the information of the infrared image (borders of areas) with the information 

of the visual image (texture of areas) can be combined in the wavelet transform 

domain. Generation of decision map (DM) for selecting the more important 

coefficients in the wavelet transform domain between the infrared and visual 

images is the main idea. 

The activity level measurement is used to judge the quality of a given part of 

each source image in the transform domain. Here, we use the local standard 

deviation as the window-based activity, which is obtained using the magnitude of 

complex wavelet coefficients of the source images: 

     22
|.|.|. dydydy

l
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l
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l
abs                                   (4.31) 

Then, 
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where  dyl
imag |.  and  dyl

real |.  are the imaginary and real high frequency wavelet 

coefficients, l is the decomposition level, and 6..2,1d  is the direction of high 

frequency wavelet coefficients ( 75,45,15  ). W is the number of pixels in the 

local window  12,12  MN , and (.) is the shorthand notation for spatial position. 

After extracting the local feature using the magnitude of complex wavelet 

coefficients, it is followed by nonlinear averaging in the local window for taking 

into account the neighbor dependency and smoothing on the feature space: 
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where F is the local feature, G(n,m) is the local window’s weight, which is obtained 

by the Gaussian filter.  

After extracting local features, pixel-based decision map (PDM) in each 

decomposition level and direction is obtained using the following formula: 

 

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otherwise

dNFdNFif
dPDM

ll
l

BA

0
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where )|(. dNF l
A  and )|(. dNF l

B  are the extracted features using (4.33) for the input 

source images, l is the decomposition level, 6..2,1d  is the direction of high 

frequency wavelet coefficients ( 75,45,15  ), and (.) is the shorthand notation for 

spatial position. 

Region-based activity measurements are also used to obtain the decision map for 

selecting more important high frequency wavelet coefficients between source 

images, but it is very sensitive to the large coefficients in the region and is not 

accurate [49-50]. Therefore, we use a new method to generate the region-based 

decision map (RDM). First, a joint segmentation map based on all source images is 

obtained, which is explained in previous subsection. Then, by looking into the 

labeled region, if numbers of one in the corresponding region within the PDM are 

more than numbers of zero, then the same region in the RDM is set to one, and 

otherwise the corresponding region in the RDM is set to zero. This is expressed in 

the following equation: 
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where R is the region with size R , PDM is the pixel-based decision map using 

(4.34), l is the level of decomposition, and 6..2,1d  is the direction of high 
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frequency wavelet coefficients ( 75,45,15  ).  

 

Figure 4.10: Pixel- and region-based decision maps (first and second row) obtained from “UN 

Camp” images in the first decomposition level and six directional sub-bands of the DT-DWT, from 

left to right: -15, +15, -45, +45, -75 and +75 directions, respectively. Black regions indicate that 

high frequency wavelet coefficients in the DT-DWT sub-bands of the final fused image should be 

selected from the visible image, and white regions indicate that high frequency wavelet 

coefficients in the DT-DWT sub-bands of the final fused image should be selected from the IR 

image. 

Fig. 4.10 shows pixel- and region-based decision maps obtained from IR and 

visible “UN camp” images in the first decomposition level and six directional sub-

bands of DT-DWT. 

4.2.2.2 Fusion rule for high frequency wavelet coefficients 

Having the pixel and region-based decision maps, there are two strategies for 

fusion of high frequency wavelet coefficient. Indeed, we can use either the PDM or 

the RDM for selecting more important high frequency wavelet coefficients between 

the source images using the following: 

          dydPDMdydPDMdy l
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and, 
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where )|(. dy l
A  and )|(. dy l

B  are the high frequency wavelet coefficients of source 

images, l is the level of decomposition, 6..2,1d  is the direction of high frequency 

wavelet coefficients ( 75,45,15  ), PDM and RDM are the pixel and region-based 

decision maps using (4.34) and (4.35), and (.) is the shorthand notation for spatial 

position. 

As it can be seen in Fig. 4.10, using region-based decision map (RDM) for 

fusing high frequency wavelet coefficients using (4.37) will eliminate a lot of 

information from the infrared image in the final fused image. On the other hand, 

using pixel-based decision map (PDM) for fusion of high frequency wavelet 

coefficients using (4.35) affected by problems such as noise, image misregistration, 

and usually results in artifacts in the fused image. In addition, in some regions, we 

cannot make a good decision for selecting more important wavelet coefficients 

between the source images, because there is not enough difference between the 

extracted features from these regions. Therefore, a weighted averaging rule is 

proposed for these pixels:   
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where )|(. dy l
A  and )|(. dy l

B  are the high frequency wavelet coefficients of source 

images, l is the level of decomposition, 6..2,1d  is the direction of high frequency 

wavelet coefficients ( 75,45,15  ), )|(. dNF l
A  and )|(. dNF l

B  are the extracted 

features using (4.33) for the input source images A and B, and (.) is the shorthand 

notation for spatial position. 

None of the three fusion rules expressed in (4.36), (4.37), and (4.38) results in a 

good fused image, individually. Indeed, we use fuzzy logic to design a good fusion 

method by combining the three fusion rules to transfer as much information as 

possible from the source images into the fused image. To this end, a dissimilarity 

measure (DIS) of the source images is defined. The DIS is intended to quantify the 
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degree of ‘dissimilarity’ between the source images. In the following expression, 

this measure is defined as: 
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where )|(. dNF l
A  and )|(. dNF l

B  are the extracted features using (4.33) for the input 

source images A and B, l is the level of decomposition, 6..2,1d  is the direction of 

high frequency wavelet coefficients ( 75,45,15  ), and  djiDNFT l
ji |,max , .  

Indeed, we have used sinusoid function in (4.40), in order to normalize the 

dissimilarity measure between zero and one. By analyzing the DIS measure, we can 

determine where and to what extent the source images differ, and use this 

information to combine the three different fusion rules expressed in (4.36), (4.37), 

and (4.38). First, we define the following linguistic rules for fusion process, which 

are obtained based on our observation: 

IF the DIS measure at a given position is high (i.e. the sources are distinctly 

different at that position) THEN we use the first fusion rule (selection using the 

pixel-based decision map) 

IF the DIS measure at a given position is medium (i.e. the sources are different at 

that position) THEN we use the second fusion rule (selection using the region-

based decision map) 

IF the DIS measure at a given position is low (i.e. the sources are similar at that 

position) THEN we use the third fusion rule (weighted averaging) 

Then, for constructing standard rules from Linguistic ones, we define small, 

medium, and large membership functions. Fuzzy membership function (MF) is a 
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curve that defines how each point in the input space is mapped to a membership 

value or degree of membership between zero and one. MF is often given the 

designation of µ. Here, we use the triangular membership function, which is shown 

in Fig. 4.11. In order to construct the three fuzzy membership functions, one 

threshold (T in Fig. 4.11) must be defined. The threshold should be set to partition 

the feature space (DIS) into the three regions of linguistic variables (i.e. small, 

medium, and large) in an appropriate way. In order to find the best value for the 

threshold, we have performed an experiment using different datasets. Fig. 4.12 

shows Petrovic index of fused image versus different thresholds obtained from 

different multi-sensor datasets [107]. The Petrovic index considers the amount of 

edge information transferred from the input images to the fused image using the 

Sobel edge detector to calculate the strength and orientation information at each 

pixel in both source and the fused images. Based on the experiment, the threshold is 

selected which maximizes the Petrovic index of final fused image for different 

datasets (T ≈ 0.2). It should be mentioned that the averaging fusion rule is used to 

fuse low frequency wavelet coefficients of the source images in this experiment. 

Finally, the fusion rule for integrating high frequency wavelet coefficients from 

the source images is defined as follows: 
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where  dyl |.1 ,  dy l |.2  
and  dyl |.3  

are obtained using (4.36), (4.37) and (4.38), µ1, µ2 

and µ3 are the large, medium and small membership functions, respectively, l is the 

level of decomposition, 6..2,1d  is the direction of high frequency wavelet 

coefficients ( 75,45,15  ), and (.) is shorthand notation for spatial position. 

4.2.2.3 Fusion rule for low frequency wavelet coefficients 

The information contained in the low frequency (LF) coefficients is vital for the 

natural appearance of an image, because LF coefficients contain the bulk of the 
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energy of an image. Commonly, averaging is a popular method to fuse LF sub-

bands of the source images in most wavelet-based methods: 

 

 

Figure 4.11: Triangular fuzzy membership functions. 

 

Figure 4.12: The Petrovic index of fused images versus different thresholds (T for building fuzzy 

membership functions) obtained from different multi-sensor datasets, from left to right: “UN 

Camp”, “Dune”, and “Trees”.  
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where  jix L
F , ,  jix L

A ,
 
and  jix L

B ,  are the fused and input LF wavelet coefficients, and 

L represents the coarsest resolution level.  

However, equal weighing of the input approximation sub-bands leads to the 

problem of contrast reduction, because IR and visible images have different 

contrast conditions. Petrovic and Xydeas proposed a LF fusion rule, which is 

performed using an arithmetic combination of the input LF coefficients [100]. 

Specifically, the offset zero-mean addition is used, which is defined as: 
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where μA and μB are the mean values of the two input LF sub-bands, and L 

represents the coarsest resolution level. Like other arithmetic fusion methods, the 

fusion defined in (4.38) is weak to the destructive superposition, especially if the 

input LF sub-bands have opposing illumination levels [100]. 

An alternative approach is a weighted averaging proposed in [52], in which the 

weights are obtained using a region-based activity measurement (the normalized 

Shannon entropy) of the low frequency wavelet coefficients: 
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where R is the region with size R ,  and L
Sx  are the input LF wavelet coefficients, 

and L represents the coarsest resolution level. Hence, the composite LF sub-band is 

generated using: 

 

 
       

   jiWjiW

jixjiWjixjiW
jix

BA

L
BB

L
AAL

F
,,

,,,,
,




                      (4.45) 



 Chapter 4. The proposed methods for image fusion 

 

70 

 

where  jix L
F , ,  jix L

A ,
 
and  jix L

B ,  are the fused and input LF wavelet coefficients, 

 jiWA ,
 
and  jiWB ,

 
are obtained using (4.44), and L represents the coarsest resolution 

level.  

Averaging, arithmetic combination [100], and weighted averaging [52] fusion 

rules cannot lead to an optimal result. In this paper, we have proposed a new 

weighted averaging rule for the fusion of the LF wavelet coefficients, in which the 

weights are estimated using an optimization algorithm: 
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where  jix L
F , ,  jix L

A ,
 
and  jix L

B ,  are the fused and input LF wavelet coefficients, W1 

and W2 are the values in the range [0,1], and W1+W2=1. 

An optimization algorithm finds the optimal weights with maximizing the 

Entropy index from the final fused image. The entropy metric measures the 

information content in an image. An image with high information content will have 

high entropy. The entropy index is defined as: 

    



K

i

ihLogihH
0

2                                          (4.47) 

where ℎ is the normalized histogram of reconstructed or fused image, and K is the 

number of gray levels in the image. In addition, the final fused image is obtained 

using inverse DT-DWT: 

 F
L
FF yxX ,1                                             (4.48) 

in which ψ is the inverse DT-DWT, 
Fy  and L

Fx  are the composite high and low 

frequency wavelet coefficients, which are obtained using (4.41) and (4.46). 
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4.2.3 Optimization algorithm 

Over the years, many real-parameter optimization algorithms have been 

developed by using point-by-point [108-109] as well as multi-point approaches 

[110-111]. While a point-by-point approach begins with one guess solution and 

updates the solution iteratively in the hope of reaching near the optimum solution, a 

multi-point approach deals with a number of solutions in each iteration. Starting 

with a number of guess solutions, the multi-point algorithm updates one or more 

solutions in a synergistic manner in the hope of steering the population towards the 

optimum. In this paper, we focus our attention to the multi-point optimization 

algorithms, which we shall refer here as the population-based optimization 

algorithms.  

Here, we have considered two population-based search algorithms (particle 

swarm optimization and genetic algorithm (GA)) for the optimization problem. Fig. 

4.13 shows the entropy index of fused images obtained from different IR and 

visible datasets at different iterations of PSO and different generation of genetic 

algorithms for the optimization problem. In addition, Table 4.5 shows the entropy 

index for comparison between different alternative LF fusion rules in the proposed 

fusion scheme.  

Table 4.5: The entropy index of fused images obtained from different datasets using different LF 

fusion rules in the proposed fusion scheme. 

Low Frequency Fusion rule UN Camp Dune Trees 

Averaging 6.63 6.85 6.43 

Weighted Averaging [52] 6.85 7.11 6.61 

Arithmetic Combination [100] 6.97 7.21 6.71 

PSO 7.30 7.45 7.01 

Genetic 7.41 7.56 7.11 
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Figure 4.13: The Entropy index of fused images versus iteration of the PSO and genetic algorithms 

obtained from different multi-sensor datasets, from left to right: “UN Camp”, “Dune”, and 

“Trees”. 

The high amount of the entropy index for the proposed method indicates that the 

fused image contains higher information compared to other methods. In addition to 

objective evaluation, a sample image has been selected for comparing different LF 

fusion rules, subjectively. As it can be seen in Fig. 4.14, the image contrast in the 

proposed method is far better compared to other methods. 

Overall, the results indicate that both GAs and PSO can be used in the 

optimization of parameters during image fusion. In terms of computational effort, 

the GA approach is faster, although it should be noted that neither algorithm takes 

what can be considered an unacceptably long time to determine their results. With 

respect to accuracy of model parameters, the GA determines values, which are  
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Figure 4.14: Subjective image fusion results using different low frequency fusion rule in the 

proposed fusion scheme. (a) “UN Camp” IR image, (b) visible image, and fused images using (c) 

averaging, (d) weighted averaging [52], (e) Arithmetic Combination [100] and (f) the proposed 

method based on PSO algorithm. 

better than does the PSO. Thus, it must be concluded that for the process of 

optimization, the GA approach is superior to the PSO approach. Techniques such as 

PSO and GA are inspired by nature, and have proved themselves to be effective 

solutions to optimization problems. There are control parameters involved in these 

meta-heuristics, and appropriate setting of these parameters is a key point for 

success. In general, some form of trial-and-error tuning is necessary for each 

particular instance of optimization problem. In the following subsections, we 

briefly describe PSO and genetic algorithms. 

4.2.3.1 Particle swarm optimization 

James Kennedy and Russell C. Eberhart [110] firstly proposed the PSO 

algorithm for optimization. PSO is a population-based search algorithm based on 

the simulation of the social behavior of birds within a flock. In the PSO, particles 

are flown through hyper-dimensional search space. Changes to the position of the 
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particles within the search space are based on the social-psychological tendency of 

individuals to emulate the success of other individuals [110].  

The position of each particle is changed according to its own experience and that 

of its neighbors. Let  txi  denotes the position of particle ip , at iteration t. The 

position of ip  is then changed by adding a velocity  tvi  to the current position, i.e.: 

)()1()( tvtxtx iii                                          (4.49) 

The velocity vector reflects the socially exchanged information, and is generally 

defined in the following way: 

   )()()()()1()( 2211 txtxrCtxtxrCtvWtv ileaderiipbestii        (4.50) 

where W is the inertia weight employed to control the impact of the previous 

history of velocities on the current velocity of a given particle, and xpbest is the 

personal best position of a given particle, so far. That is, the position of the particle 

that has provided the greatest success. xleader is position of the best particle of the 

entire swarm. C1 and C2 are learning factors and represent the attraction that a 

particle has toward either its own success or that of its neighbors, and r1, r2  1,0  

are random values.  

The role of the inertia weight W, in (4.50), is critical for the PSO’s convergence 

behavior. The inertia weight is employed to control the impact of the previous 

history of velocities on the current one. Accordingly, the parameter W adjusts the 

trade-off between the global and local exploration abilities of the swarm. A large 

inertia weight facilitates global exploration (searching new areas), while a small 

one tends to facilitate local exploration, i.e., fine-tuning the current search area. A 

suitable value for the inertia weight W usually provides balance between global and 

local exploration abilities and consequently results in a reduction of the number of 

iterations required to locate the optimum solution. Initially, the inertia weight was 

constant. However, experimental results indicated that it is better to initially set the 

inertia to a large value, in order to promote global exploration of the search space, 
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and gradually decrease it to get more refined solutions. Thus, an initial value 

around 1.2 and a gradual decline towards 0 can be considered as a good choice for 

W. In [112-113] a decaying inertia weight is proposed and tested, with the aim of 

favoring global search at the start of the algorithm and local search later.  

The parameters C1 and C2, in (4.50), are not critical for PSO’s convergence. 

However, proper fine-tuning may result in faster convergence and alleviation of 

local minima. An extended study of the acceleration parameter in the first version 

of PSO is given in [114]. As default values, C1 = C2 = 2 were proposed, but 

experimental results indicate that C1 = C2 = 0.5 might provide even better results. 

Recent work reports that it might be even better to choose a larger cognitive 

parameter, C1, than a social parameter, C2, but with C1 + C2 = 4 [115]. The 

parameters r1 and r2 are used to maintain the diversity of the population, and they 

are uniformly distributed in the range [0, 1].  

Here, default values for the parameters C1 and C2 were used: C1 = 2.4, C2 = 1.6. 

Although the choice of the parameter values seems not to be critical for the success 

of the methods, it appears that faster convergence can be obtained by proper fine-

tuning. The balance between the global and local exploration abilities of the PSO is 

mainly controlled by the inertia weight, since the positions of the particles are 

updated according to the classical PSO strategy. A time decreasing inertia weight 

value, i.e., start from 1.2 and gradually decrease towards 0.4, proved to be superior 

than a constant value. This is because the larger inertia weights at the beginning 

help to find good seeds and the later small inertia weights facilitate a fine search. 

In addition, the number of iterations and particles is set based on convergence of 

the PSO algorithm. More particles could speed up the convergence of the PSO 

algorithm; however, it increases its computation time. In addition, using too much 

particles and iterations is ineffective on the convergence of PSO algorithm. Fig. 

4.15 (a) shows the entropy index of fused image obtained from “UN Camp” IR and 

visible dataset at different iterations of the PSO algorithm using different particles 

number. Based on this experiment, we have chosen 32 particles in the PSO  
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Figure 4.15: The entropy index of fused image obtained from “UN Camp” dataset at (a) different 

iterations of the PSO algorithm using different particles number and (b) different generation of 

genetic algorithm using different population sizes. 

Table 4.6: The PSO parameters selected for the optimization. 

Operation Parameters 

Particle Number 32 

Inertia Weight = 0.4 finalW= 1.2,  initW 

Learning Factors = 1.6 2C= 2.4,  1C 

Maximum Iteration 30 

 

algorithm, as a good compromise between accuracy and complexity. In summary, 

the PSO parameters selected for the optimization problem are listed in Table 4.6. 

4.2.3.2 Genetic algorithm 

In genetic algorithm (GA) [111], a candidate solution for a specific problem is 

called an individual or a chromosome and consists of a linear list of genes. Each 

individual stands for a point in the search space, and therefore a possible solution to 

the problem. A population consists of a finite number of individuals. Each 

individual is decided by an evaluating system to obtain its fitness value. Based on 
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this fitness value and undergoing genetic operators, a new population is iteratively 

generated with each successive population referred to as a generation.  

Three basic genetic operators are sequentially applied to each individual with 

certain probabilities during each generation, i.e. selection, crossover 

(recombination), and mutation. First, a number of best-fit individuals are selected 

based on a user-defined fitness function. The remaining individuals are discarded. 

Next, a number of individuals are selected and paired with each other. Each 

individual pair produces one offspring by partially exchanging their genes around 

one or more randomly selected crossing points. At the end, a certain number of 

individuals are selected and the mutation operations are applied, i.e. a randomly 

selected gene of an individual abruptly changes its value. The GA is called a 

population-based technique because instead of operating on a single potential 

solution, it uses a population of potential solutions. The larger the population, the 

greater the diversity of the members of the population, and the larger the area 

searched by the population. Here, we have used Matlab optimization toolbox for 

implementation of genetic algorithm. Based on the experimental results (see Fig. 

4.15 (b)) the population size is set to 16 and generation size is set to 20 for genetic 

optimization as a good compromise between accuracy and complexity. 

4.2.4 Computation time 

It is interesting to evaluate the proposed method from a practical point of view 

that is the computation time. The proposed method consists of two steps with 

different computation times. In the first step, high frequency wavelet coefficients of 

the fused image are obtained using a simple fuzzy rule, and therefore it has low 

computation time. In the second step, a population-based optimization algorithm is 

used to generate low frequency wavelet coefficients of the fused image, and 

consequently the optimization algorithm increases the computation time. 

Table 4.7 summarizes the relative computation time of the various image fusion 

methods considered in this paper. All computations have been performed on a  
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Table 4.7: Relative computation time of different image fusion techniques. 

Method Unit of time 

Averaging 0.332 

LT [34] 0.771 

MS 0.739 

WA [45] 0.821 

WBV [47] 0.984 

Lewis [49] 1.703 

Proposed 2.253 

 

Pentium IV personal computer, using a 2.00-GHz processor, running Windows 

Vista. The low computation times of different image fusion methods listed in Table 

4.7 are because of their simplicity. In addition, the computation time of the 

proposed method can be better in some ways. 

Since the proposed method is fully implemented using Matlab software, it is 

possible to use an optimum programming language such as C++ to reduce the 

computation time. In addition, a population-based algorithm can be used in parallel 

optimization form or synchronous algorithm, which speeds up the algorithm. A 

parallel optimization algorithm allows higher throughput (solving more complex 

problems in the same time span), more sophisticated finite element formulations, 

and higher accuracy. 

4.3 Remote-sensing image fusion using multi-objective particle Swarm 

optimization and the shiftable Contourlet transform 

In this subsection, we have proposed a new hybrid method, in which the 

objective is to maintain spatial similarity of the pan-sharpened image to the Pan 

image and radiometric and quality in each band. The Pan and MS images are 

locally different because of different resolutions, and therefore we cannot directly 
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combine them in the spatial domain. For this reason, we have proposed a two steps 

algorithm, in which two initial results of the high-resolution MS images are 

generated in the first step. Then, in the second step, the final pan-sharpened image 

is obtained through a weighted combination of the two initial results using an 

optimization algorithm. Here, we have used a multi-resolution-based algorithm to 

generate the two initial results of the high-resolution MS or pan-sharpened images. 

The objective is to produce two modified high-resolution MS images, in which one 

has high spatial similarity to the Pan image and the other one has high radiometric 

quality. For this purpose, we have used the SCT, which is a new shiftable and 

modified version of the Contourlet transform and was proposed by Nguyen and 

Oraintara [89]. 

There are several ways for spatial details extraction of the Pan image. In the 

literatures, DWT is the common way for this purpose [62-63]. DWT provides a 

good time frequency analysis of the signal, with a non-redundant signal 

representation and an optimal representation of singularities. However, DWT 

suffers from five fundamental shortcomings [76]: oscillations, aliasing, shift 

variance, poor directionality, and absence of phase information. Shift invariance 

and directional selectivity are essential to the quality of wavelet-based image 

fusion. Because of the down-sampling operation in the DWT FB, the DWT is not 

shift invariant, and causes some visual artifacts in the pan-sharpened image. The 

human visual system is primarily sensitive to moving light stimulus; therefore, 

moving artifacts are highly distracting to the human observer [77]. In addition, if 

the directional selectivity of a FB is defined as the ability to extract directional 

features into separate images, the 2-D DWT has very poor directional selectivity, 

because 2-D DWT has four sub-images, which are usually referred to as LL, LH, 

HL, and HH images.  

The CT is an alternative multi-resolution method, which provides an efficient 

directional representation and is efficient in capturing intrinsic geometrical 

structures of the natural image along the smooth contours [83]. Similar to the 

DWT, the CT is not shift-invariant and results in artifacts along the edges to some 
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extent. The NSCT was proposed to meet the shift invariance. The NSCT is the 

shift-invariant version of the CT and is built based on nonsubsampled pyramid 

decomposition and nonsubsampled filter banks, to obtain the shift invariance [87-

88]. But, the NSCT has the overcomplete ratio of N×K, where N is the number of 

resolution levels and K is the number of directions, which is very high compared to 

the overcomplete ratio of the CT (4/3). However, a reduced form of translation 

invariance exists, namely, energy shift-invariance or “shiftability” [78], which 

means that the energy of the output signal is shift invariant. As for these reasons, 

we use the SCT, which is shown to have a number of desirable properties for image 

analysis including shiftable sub-band, arbitrarily high directionality, and low 

redundancy (11/3) [89]. 

The SCT is applied for decomposing the histogram matched Pan and MS images 

into different resolutions and directions. In this step, two initial pan-sharpened 

images are generated using the maximum absolute selection and a new sign-based 

averaging fusion rules. Finally, the pan-sharpened image is obtained via a weighted 

combination of the two initial results, in which the weights are locally estimated via 

a multi-objective particle swarm optimization algorithm to generate a pan-

sharpened image with high spatial and radiometric qualities. In the literature, the 

optimization problem is used for pan-sharpening, and the objective index is usually 

the mean square error (MSE). However, having only one objective is too simple to 

meet the real demands [116-117]. In fact, there are various kinds of evaluation 

indices, and different indices may be compatible or incompatible with one another, 

so a good evaluation index system of pan-sharpening must balance the advantages 

of different indexes. For this reason, we use the MOPSO for the optimization 

problem [118-119]. The MOPSO algorithm is adopted to generate a pan-sharpened 

image with high spatial and radiometric qualities based on global image fusion 

metrics. In this study, we have used image data from different satellite imagery 

consisting of Landsat-7 ETM + (28.5 m MS; 14.25 m Pan), Quickbird (2.44 m MS; 

60 cm Pan), and Wordview2 (1.84 m MS; 46 cm Pan). In the following, the 

proposed pan-sharpening algorithm is presented [120].  
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Fig. 4.16 shows block diagram of the proposed method, which consists of a 

number of essential stages:  

1)   The input images are co-registered, and the MS data is resampled into the same 

spatial reference and grid as the Pan band. 

2)   The Pan and the MS images are histogram matched. This is because that the 

final pan-sharpened image be less sensitive to the different illumination 

condition in the Pan image.   

3)   In this step, an algorithm based on the shiftable contourlet transform is used to 

generate two initial results of the high-resolution MS images. The objective is to 

produce two modified high-resolution MS images, in which one has high spatial 

similarity to the Pan image and the other one has high radiometric quality. 

Therefore, we have used two different fusion rules to integrate high frequency 

contourlet coefficients of the Pan and MS images to generate two initial results 

of high-resolution MS image or the pan-sharpened image. 

4)   Finally, we can find an optimal pan-sharpened image applying the multi-

objective particle swarm optimization and using the two initial pan-sharpened 

results. Specifically, the pan-sharpened image is obtained via a weighted 

combination of the two initial results, in which the weights are locally estimated 

via a multi-objective particle swarm optimization algorithm to generate a pan-

sharpened image with high spatial and spectral qualities.   

In the following subsections, we have provided more detailed explication of the 

image fusion process. 

4.3.1 Generation of two initial pan-sharpened results 

Injection the spatial details of the Pan image into the MS image, without 

reducing spectral quality or decreasing color distortion of MS images is the main 

challenge in the pan-sharpening methods. An ideal fusion method must be able to  
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Figure 4.16: Flowchart of the proposed pan-sharpening algorithm. 

simultaneously reach both spatial and spectral qualities, and not one at the cost of 

the other. In other words, the ideal fusion method should be able to preserve 

original spectral and spatial information of the MS images while increasing the 

spatial resolution [121]. For reaching to this goal, we have proposed a two steps 

algorithm, in which two initial results of the high-resolution MS images are 

generated in the first step. Then, in the second step, the final pan-sharpened image 

is obtained through a weighted combination of the two initial results using an 

optimization algorithm.  
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The Pan and MS images are locally different because of different resolutions, 

and therefore we cannot directly combine them in the spatial domain. For this 

reason, we generate two initial results, which are more appropriate for the weighted 

combination. We have used a multi-resolution-based algorithm to generate the two 

initial results. In addition, the SCT is used for the multi-resolution analysis. We 

have experimentally shown that the SCT is better transformation compared to the 

wavelet and contourlet transforms at the end of this Section. 

The first initial result is obtained using a simple maximum selection fusion rule 

in the shiftable contourlet transform domain. The objective is to generate a high-

resolution MS image with high spatial similarity to the Pan image. First, the Pan 

and MS images are decomposed using the SCT. Since, the high frequency 

contourlet coefficients reflect the image edges and detailed information; we have 

used the following formula to inject detailed information or high frequency 

coefficients of the Pan image into the MS image:  
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(4.51) 

where the  dy
l

|.1 ,  dy
l

P |.  and  dy
l

MS |.  are the high frequency shiftable 

contourlet coefficients of the first high-resolution MS, the Pan and low-resolution 

MS images, respectively. l is the decomposition level, d is the direction of 

contourlet coefficients in the transform domain, and  .  is the shorthand notation of 

the spatial position. 

In addition, the low frequency shiftable contourlet coefficients of the first high-

resolution MS image are selected from the low-resolution MS image. This is 

because the low frequency coefficients contain the background information of an 

image, and therefore choosing background information from the low-resolution MS 

image in the first high-resolution MS image could preserve the color information. 
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The inverse SCT of the combined contourlet coefficients generates the first high-

resolution MS image (denoted by PS1): 

 L
MSxyPS ,1 1

1

                                            

(4.52) 

where Ψ is the inverse SCT, 1y is the high frequency contourlet coefficients using 

(4.51), and 
L

MSx  is the low frequency contourlet coefficients of the low-resolution 

MS image in the last decomposition level L.  

The second initial result is obtained using a new sign-based averaging fusion 

rule in the shiftable contourlet transform domain. The objective is to generate a 

high-resolution MS image with high radiometric quality, while the detailed 

information from the Pan image is also available to some extent. The high 

frequency shiftable contourlet coefficients of the second high-resolution MS image 

are obtained using following formula:
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(4.53) 

where the  dy
l

|.2 ,  dy
l

P |.  and  dy
l

MS |.  are the high frequency shiftable 

contourlet coefficients of the second high-resolution MS, the Pan and low-

resolution MS images, respectively. l is the decomposition level, d is the direction 

of contourlet coefficients in the transform domain,  .  is the shorthand notation of 

the spatial position, and  .si  is the sign function. 

The simple averaging method produces a lot of near zero coefficients, because 

the coefficients may be in different signs. The near zero coefficients produce 

artifacts in the fused image after inverse transform. In order to avoid this problem, 

we propose a new method for averaging high frequency coefficients in (4.53), 

which takes sign of the coefficients into account. Similar to the first method, the 

low frequency shiftable contourlet coefficients of the low-resolution MS image are 
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used for low frequency coefficients of the second high-resolution MS image. The 

inverse SCT of the combined contourlet coefficients generates the second high-

resolution MS image (denoted by PS2): 

       

 L
MSxyPS ,2 2

1

                                           

(4.54) 

where Ψ is the inverse SCT, 2y is the high frequency contourlet coefficients using 

(4.53), and 
L

MSx  is the low frequency contourlet coefficients of the low-resolution 

MS image in the last decomposition level L.  

 The two initial high-frequency MS results, which are obtained for four samples 

of Pan and MS images, are shown in Fig. 4.17. As it can be seen in Fig. 4.17, the 

first high-frequency MS image has high spatial quality because of transferring 

detailed information or high frequency contourlet coefficients from both Pan and 

low-resolution MS images. In addition, the second high-resolution MS image, 

while has detailed information from the Pan image is so close to the low-resolution 

MS image and has high radiometric quality. Spatial and radiometric qualities can 

be also measured by some objective functions. Indeed, there are many different 

ways to analyze the spatial and radiometric qualities. Here we have used the 

relative dimensionless global error in synthesis (ERGAS) and the relative average 

spectral error (RASE) as the radiometric and spectral qualities. The ERGAS 

calculates the amount of spectral and radiometric distortions in the image [122]. 

The formula for the ERGAS is given by: 
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(4.55) 

where ℎ/𝑙 is the ratio between pixel sizes of the Pan and MS images,  n  is the 

mean of the nth band, and N is the number of bands. In addition, the root mean 

squared error (RMSE) is: 
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where F is the high-resolution fused image, MS is the original multi-spectral image, 

and L×K is the image size. 

    The RASE characterizes the average performance in the spectral bands [63]: 
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where M is the mean radiance of the N spectral bands of the original MS image.  

The lower the values of the RASE and ERGAS indexes, the higher the 

radiometric and spectral qualities. To judge the spatial quality of the pan-sharpened 

image, we have used the method proposed by Zhou et al. [123]. First the Pan and 

the high-frequency MS images are filtered using the Laplacian filter: 

























111

181

111

filterLaplacian  

Then, we compare the resulting filtered images by considering the correlation 

coefficients between each band and the Pan image. The closer the average 

correlation coefficient (CC) is to one indicating better spatial quality. We have 

obtained the three objectives (ERGAS, RASE, and CC to the Pan) for the two 

initial pan-sharpened results of the high-resolution MS images shown in Fig. 4.17. 

As it can be seen in Table 4.8, it is so clear that the first high-resolution MS image 

has high spatial similarity to the Pan image and the second one has high radiometric 

quality. Indeed, the results show that the two initial results have the information we 

need in the next step. Specifically, in the next step, useful information within the 

two initial results are transferred into the final pan-sharpened image using a 

weighted combination scheme, in which the weights are optimally estimated using 

the multi-objective particle swarm optimization.  
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Figure 4.17: True-color composites of the two initial pan-sharpened images for different multi-

spectral and panchromatic images from the Landsat-7 dataset. 

4.3.2 Multi-objective optimization 

Having the two initial results of the high-resolution MS images (PS1 and PS2); 

the final pan-sharpened (FPS) image is obtained using a weighted combination of 

the PS1 and PS2 images, in which the weights are optimally estimated via a multi-

objective particle swarm optimization (MOPSO) algorithm to generate a pan-

sharpened image with high spatial and radiometric qualities: 
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Table 4.8: Different objective measures for the two initial pan-sharpened results from different 

datasets shown in Fig. 4.17. 

Index 

Image  

Radiometric Quality Spatial Quality 

ERGAS RASE CC to the Pan 

 

A 

PS1 2.78 11.15 0.966 

PS2 1.14 4.53 0.901 

 

B 

PS1 2.77 11.14 0.965 

PS2 1.24 4.99 0.896 

 

C 

PS1 1.43 5.75 0.961 

PS2 0.97 3.74 0.912 

 

D 

PS1 1.52 6.08 0.971 

PS2 0.704 2.81 0.906 

 

iiiii PSWPSWFPS 2211 

                             

(4.58) 

where FPS, PS1 and PS2 are the final pan-sharpened image and the two initial 

results, respectively. i is the number of bands of the MS image, W1 and W2 are the 

values in the range of [0,1], and W1 + W2 = 1. In addition, the weights are locally 

estimated using MOPSO algorithm. The W1 and W2 parameters are not the same 

dimensions as the PS1 and the PS2 images, and the '×' operation does not represent 

Hadamard products between pairs of images. It should be mentioned that the 

parameters (W1 and W2) are separately obtained in each sliding window (M×N) 

and each band of the two initial results. For an MS image with size L×K×4, the 

numbers of parameters are L×K×4/M×N.  

As we have mentioned, the final pan-sharpened image should has high spatial 

and spectral qualities. In addition, the spatial and radiometric qualities are 

measured by different indexes. Therefore, we have chosen two objectives for the 

optimization problem. In fact, the optimization problem is a bi-objective 

optimization, which is a subset of multi-objective optimization. 



 Chapter 4. The proposed methods for image fusion 

 

89 

The first objective is the correlation coefficient (CC) to the Pan image, which 

measures the spatial quality of the pan-sharpened image. We have measured the CC 

to the Pan in each band and each sliding window (M×N) of the pan-sharpened (PS) 

image in (4.58) compared to the original Pan image using the method proposed by 

Zhou et al. [123]. First the Pan and the PS images are filtered using the Laplacian 

filter. Then, we compare the resulting filtered images by considering the correlation 

coefficients between each band of PS and the Pan images. 
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(4.59) 

where FPS and Pan are the final pan-sharpened and original panchromatic images,  

and M×N is the size of sliding window. 

The second objective is the peak signal to noise ratio (PSNR), which measures 

the radiometric quality of the pan-sharpened image. As we have mentioned in the 

previous subsection, the ERGAS and RASE are the standard indexes to measure 

the radiometric and spectral qualities, but we cannot directly use them here. This is 

because the ERGAS and RASE are global indexes which are obtained using N 

bands of pan-sharpened images compared to the original MS images, but here we 

measure radiometric quality in each band of the pan-sharpened image compared to 

the corresponding band of the low frequency MS image. Therefore, we have used 

PSNR as the radiometric quality. We have measured the PSNR in each sliding 

window (M×N) of the pan-sharpened (PS) image in (4.58) compared to the low-

resolution MS image using the following: 
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(4.60) 

in which RMSE (root mean square error) is defined as: 
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where FPS and MS are the final pan-sharpened and low-resolution MS images, and 

M×N is the size of sliding window. 

In other words, the optimization is a maximization problem, and the goal is to 

estimate the optimal parameters (W1 and W2) in each sliding window of the two 

initial results, which simultaneously maximize the two objectives expressed in 

(4.59) and (4.60). For this reason, we have used the multi-objective particle swarm 

optimization, which will be explained in the next subsection. 

4.3.3 Multi-objective particle swarm optimization 

Kennedy and Eberhart [110] firstly proposed the PSO algorithm for 

optimization. PSO is a population-based search algorithm based on the simulation 

of the social behavior of birds within a flock. In PSO, particles are flown through 

hyper-dimensional search space. Changes to the position of the particles within the 

search space are based on the social-psychological tendency of individuals to 

emulate the success of other individuals [124]. 

The position of each particle is changed according to its own experience and that 

of its neighbors. Let  txi  denotes the position of particle ip , at iteration t. The 

position of ip  is then changed by adding a velocity  tvi  to the current position, i.e.: 

)()1()( tvtxtx iii 

                                       

(4.62) 

The velocity vector reflects the socially exchanged information, and generally is 

defined in the following way: 
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(4.63) 

where W is the inertia weight employed to control the impact of the previous 

history of velocities on the current velocity of a given particle, and xpbest has been 
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the personally best position of a given particle, so far. That is, the position of the 

particle that has provided the greatest success. xleader is the position of the best 

particle of the entire swarm. C1 and C2 are learning factors and represent the 

attraction that a particle has toward either its own success or that of its neighbors, 

and r1, r2  1,0  are random values. 

In summary, the way in which the general single objective PSO algorithm works 

is as follows: First, the swarm is initialized. This initialization includes both 

positions and velocities. The corresponding pbest of each particle is initialized and 

the leader is located. Then, for a maximum number of iterations, each particle flies 

through the search space updating its position using (4.62) and (4.63), and its pbest 

and, finally, the leader are updated, too. 

In order to apply the PSO strategy for solving multi-objective optimization 

problems, it is obvious that the original scheme has to be modified. The solution set 

of a problem with multiple objectives does not consist of a single solution. Instead, 

in the multi-objective optimization, we aim to find a set of different solutions (the 

so-called Pareto optimal set).There are many approaches to implement multi-

objective problems using PSO. Here, we use Pareto approach, which consists of 

finding as many non-dominant solutions as possible and returning a set of non-

dominant solution to the user [124].  

In this method, the xpbest and xleader are updated at each iteration to minimize the 

distance of the Pareto front produced by the proposed algorithm with respect to the 

true (global) Pareto front (assuming we know its location). In the proposed 

algorithm, the xpbest is updated at each iteration using the following:   
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(4.64) 

where xpbest is the personal best position of a given particle, i is the particle number, 

t is the iteration, and F1 and F2 are the two objectives defined by (4.59) and (4.60). 
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In addition, a single leader is selected between the Pareto front solutions, which 

are stored in the external archive. In order to obtain Pareto front solutions, first the 

dominant solutions are selected between all the particles using the following: 

 

             
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        (4.65) 

where  txi  denotes the position of particle, i is the particle number, t is the 

iteration, and F1 and F2 are the two objectives defined by (4.59) and (4.60). 

Having the dominant solutions, the Pareto front solutions are defined as follows:       
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where  lxd  are the dominant solutions between all particles, and F1 and F2 are the 

two objectives defined by (4.59) and (4.60). Nl ...2,1 , and N is the number of 

dominant solutions. 

As an example, Fig. 4.18 (a) shows the particles at first and second iterations, 

and Fig. 4.18 (b) shows the dominant and Pareto front solutions. After finding 

Pareto set, they are stored to an external archive, and then the external archive is 

updated with respect to the previous stored Pareto front set using the following: 
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where PF are the Pareto front solutions defined by (4.66), and F1 and F2 are the two 

objectives defined by (4.59) and (4.60). Nl ...2,1 , and N is the number of Pareto 

front solutions in the external archive. 

Now, a single leader is chosen between the updated Pareto front set, which has 

minimum Euclidian distance to the true Pareto front. We have chosen the best 
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values of the two objectives as the true Pareto front, which are obtained for the final 

pan-sharpened image produced by the proposed algorithm using (4.58) in each 

iteration of multi-objective optimization. As we have explained about the 

optimization procedure, a number of particles are selected to estimate each 

parameter. Indeed the true Pareto front is related to a particle, which results in best 

values of the two objectives for the final pan-sharpened image: 

         

 PanFPSCCTP j
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...2,1

1
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(4.68) 
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(4.69) 

where FPS is the final pan-sharpened image using (4.58), Pan and MS are the 

original panchromatic and multi-spectral images, CC is the correlation coefficient 

defined by (4.59), and PSNR is defined by (4.60). j is the particle number, NP is the 

number of particles, and TP1 and TP2 are the true Pareto front. 

It should be mentioned that the true Pareto front are updated in each iteration. 

After determining the true Pareto front by (4.68) and (4.69), the leader is selected 

between the updated Pareto front set, which has minimum Euclidian distance to the 

true Pareto front: 
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Then, 
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
                    (4.71) 

where PF* are the updated Pareto front solutions, F1 and F2 are the two objective 

defined by (4.59) and (4.60), TP1 and TP2 are the true Pareto front, K is the number 

of updated Pareto front solutions in the external archives, and α = TP1/TP2. For 

better enlightenment, an example of the true Pareto front, the Euclidian distances  
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Figure 4.18: (a) The particles at first and second iterations, (b) the dominant (white circles) and 

Pareto front solutions (black circles), and (c) the true Pareto front, the Euclidian distances between 

Pareto front set and the true Pareto front, and the leader. 

between Pareto front set and the true Pareto front, and the leader are shown in Fig. 

4.18 (c). 

4.3.4 Parameters selection for the proposed pan-sharpening algorithm 

In this sub-section, the processing parameters for the proposed pan-sharpening 

algorithm are determined. The parameters consist of the decomposition level of the 

SCT to generate two initial pan-sharpened images, the block size of the sliding 

window for local parameter estimation in (4.58), and the PSO parameters selected 

for the multi-objective optimization. 

As we have mentioned, the model parameters (W1 and W2) in (4.58) are locally 

estimated over a sliding window. Therefore, the block size for local parameter 

estimation must be defined. Fig. 4.19 (a) and (b) shows the spatial and radiometric 
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qualities of the final pan-sharpened image versus the block size for local parameter 

estimation. In addition, Fig. 4.19 (c) shows the computation time of the proposed 

algorithm using different block sizes for multi-objective optimization. In this 

experiment, we have used the average results obtained for 20 MS (512×512) and 

corresponding Pan (1024×1024) images from our Landsat-7 ETM+ datasets. In 

addition, we have used two decomposition levels for the SCT and the PSO 

parameters are manually set, which are listed in Table 4.9. It should be mentioned 

that the number of iterations and particles is set based on convergence of the 

optimization algorithm. More particles could speed up the convergence of the PSO 

algorithm; however, it increases its computation time. In addition, using too much 

particles and iterations is ineffective on the convergence of PSO. The inertia weight 

(w) is set to control the impact of the previous history of velocities on the current 

velocity of a given particle. High values of w gives a global search and low values 

of w gives a local search. Indeed, we want to consider both the local and global 

search properties of the inertia weights in the PSO algorithm, and therefore give a 

medium value to it. In addition, the learning factors and the inertia weight are 

linearly decreased with respect to the iteration.  In other words, we have used 

dynamic learning factors and inertia weight. This is because the larger inertia 

weights and the learning factors at the beginning help to find good seeds and the 

later small inertia weights facilitate a fine search. 

Table 4.9: The PSO parameters selected for the multi-objective optimization. 

Operation Parameter 

Particle Number 15 

Inertia Weight W = 0.65 

Learning Factors = 1 2= 1, C 1C 

Maximum Iteration 40 
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Figure 4.19: (a) Overall CC to the Pan index, (b) ERGAS index, and (c) computation time of the 

proposed algorithm versus the size of the sliding window for local parameter estimation.  

As it can be seen from Fig. 4.19 (a) and (b), the smaller block size results in a 

pan-sharpened image with higher spatial similarity (CC to the Pan), and larger 

block size results in a pan-sharpened image with higher radiometric and spectral 

qualities (ERGAS, and RASE). In addition, the smaller block size increases the 

number of local parameters and the computation time. Therefore, there is tradeoff 

between spatial and radiometric qualities of the final pan-sharpened image and the 

computation time of the proposed algorithm. Based on the experiments, we have 

selected 35×35 block size for local parameter estimation, which results in 

acceptable spatial and radiometric qualities of the final pan-sharpened image and 

the computation time. 



 Chapter 4. The proposed methods for image fusion 

 

97 

Another parameter is the decomposition levels of the SCT to generate the two 

initial pan-sharpened images in the proposed algorithm. Table 4.10 shows the 

decomposition levels used in the algorithm of the SCT versus the spatial and 

radiometric qualities of the final pan-sharpened image for different satellite 

imagery. In this experiment, we have used of 35×35 block size for local parameter 

estimation. Table 4.10 shows that the decomposition level which maximizes both 

of the spatial and radiometric qualities of the final pan-sharpened image for the 

Landsat-7 dataset is two levels. Our explanation for this selection is that the gap for 

the spatial quality (CC to the Pan) between first and second decomposition levels is 

higher than the gap between second and third decomposition levels. While the gap 

for the radiometric quality (ERGAS and RASE) between second and third 

decomposition levels is very higher than the gap between first and second 

decomposition levels. Using the similar judgment, three decomposition levels are 

selected for the Quickbird and Wordview2 satellites datasets. 

Table 4.10: Average performance results obtained from different MS and Pan images in the 

datasets using different decomposition levels of the SCT in the proposed algorithm. 

Decomposition 

Levels 

CC to the Pan ERGAS RASE 

L-7 Q W-2 L-7 Q W2 L-7 Q W-2 

1 0.901 0.897 0.889 1.26 1.19 1.05 5.09 5.20 4.83 

2 0.947 0.928 0.921 1.78 1.57 1.23 7.28 6.87 6.29 

3 0.951 0.951 0.949 2.76 2.34 2.85 11.09 9.11 9.72 

4 0.957 0.957 0.951 3.24 3.97 4.13 13.04 13.79 14.11 

5 0.962 0.961 0.958 3.64 4.32 4.56 14.64 16.14 16.56 

6 0.968 0.969 0.963 4.12 4.98 5.04 15.53 17.11 17.34 
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4.3.5 Comparisons between different multi-resolution transformations in the 

proposed algorithm  

Another important aim of this paper is to show that the SCT is a better 

transformation approach than the CT, and the DT-DWT. As we have discussed in 

the Chapter 3 that DWT suffers from shift variance and poor directionality, which 

are essential to the quality of wavelet-based image fusion [77]. DT-DWT is a 

modified version of the DWT and was proposed to overcome shift variance and 

directionality limitations of the DWT while maintaining the perfect reconstruction 

property with limited redundancy [80]. In addition, the CT is an alternative multi-

resolution method provides an efficient directional representation and is efficient in 

capturing intrinsic geometrical structures of the natural image along the smooth 

contours [83]. Similar to the DWT, the CT is not shift-invariant and results in 

artifacts along the edges to some extent. We have mentioned in Chapter 3 that the 

SCT is the new shiftable and modified version of the CT. Indeed, the relation of the 

SCT to the CT is similar to that of the DT-DWT to the DWT. Therefore, the SCT is 

a better transformation than the CT because of the shift-invariant property, and 

better than the DT-DWT because of the directional selectivity. 

First, we have objectively shown that the SCT is better transformation compared 

to the CT and DT-DWT transforms for transferring the spatial details of the Pan 

image into the high-resolution MS image, without reducing radiometric quality. 

Table 4.11 shows the objective results obtained from 20 MS and Pan images in the 

database using different multi-resolution transformations (DT-DWT, CT, and SCT) 

in the proposed algorithm. 

In this experiment, we have used the obtained results for 20 MS (512×512) and 

corresponding Pan (1024×1024) images from the Landsat-7 ETM+ datasets. We 

have used two decomposition levels for the DT-DWT, 2 decomposition levels and 

64 directions in each level of decomposition for the SCT and CT. For the DT-

DWT-based method, the available “AntonB” mother wavelet is used. For the CT-

based method, the available “9-7”is used for pyramidal filter and the “pkva” is used 
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for the directional filter banks, and for the SCT-based method the “nalias” is used 

for the Laplacian low pass filter, “pkva” is used for the diamond or fan filter, and 

“9-7” is used for the wavelet filter.  

For visual comparison, we have generated a pair of Pan and MS images, in 

which the Pan image is shifted up to two pixels in both vertical and horizontal 

directions with respect to the MS image. Then we have used the DT-DWT and CT 

instead of SCT in the proposed pan-sharpening algorithm to generate the two initial 

pan-sharpened images using (4.52) and (4.54). Fig. 4.20 shows the visual 

comparison of different methods. It can be seen in Fig. 4.20, using the SCT in the 

proposed algorithm results in a pan-sharpened image with higher spatial and 

radiometric qualities compared to the other transformations. The result of using CT 

in the proposed algorithm causes artifacts around the edges. Our explanation for 

this is that the SCT is a shiftable transform, while the CT is not shift invariant, and 

therefore a shift dependent fusion method leads to unstable and flickering results. 

The human visual system is primarily sensitive to moving light stimuli, so moving 

artifacts, when introduced by the fusion process, are highly distracting to the human 

observer [77]. In addition, the detailed information of the SCT+MOPSO approach 

is better compared to the DT-DWT+MOPSO, which indicates that Contourlet are 

better than wavelet for spatial detail injection, because the DT-DWT has only six 

directional sub-bands, while we have used 64 directions in the SCT method in each 

level of decomposition. 

4.4 Summary 

In the Chapter just completed, the proposed methods for image fusion were 

described in different applications. In the first application, new wavelet-based 

method for fusion of spatially registered multi-focus images is proposed. Generally, 

we have formulated the image fusion process as a two-class classification problem: 

in and out of focus classes. First, a twelve dimensional feature vector using DT-

DWT sub-bands of the source images are extracted, and then a trained two-class 

fisher classifier projects it to the class labels. The classifier output is used as a  
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Table 4.11: Performance results obtained from 20 MS and Panchromatic images using different 

multi-resolution transformations in the proposed algorithm. 

Index Multi-Resolution Transformation 

SCT CT DT-DWT 

 

CC to the Pan 

Min 0.929 0.912 0.906 

Ave. 0.947 0.933 0.926 

Max 0.958 0.948 0.943 

Std. 0.0157   0.0190     0.0187 

 

 

ERGAS 

Min 1.33 1.56 1.65 

Ave. 1.78 2.43 2.85 

Max 2.01 2.91 3.23 

Std.     0.389     0.754     1.062 

 

 

RASE 

Min 6.01 6.78 7.08 

Ave. 7.28 8.45 9.23 

Max 8.53 10.21 10.76 

Std. 1.26 1.71 1.91 

 

 

 

Figure 4.20: Visual comparison between different multi-resolution transformations in the proposed 

algorithm. Top row, left to right: Low resolution MS image, Pan image with two pixels shift, and 

result of DT-DWT+MOPSO. Bottom row: Results of CT+MOPSO, SCT+MOPSO, and 

SCT+MOPSO without shifting. 
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decision map for fusing high frequency wavelet coefficients of multi-focus source 

images in different directions and decomposition levels of the DT-DWT. In 

addition, there is an uncertainty for selecting high frequency wavelet coefficients in 

smooth regions of source images, which causes some misclassified pixels in the 

classification output or the decision map. In order to solve this uncertainty and 

integrate as much information as possible from the source images into the fused 

image, we propose an algorithm based on fuzzy logic, which combines outputs of 

two different fusion rules based on a dissimilarity measure from the source images: 

Selection based on the decision map and weighted averaging. An estimation of the 

decision map is also used for fusing low frequency wavelet coefficients of the 

source images instead of simple averaging. After fusing low and high frequency 

wavelet coefficients of the source images, the final fused image is obtained using 

the inverse DT-DWT. 

In the second research topic, a new wavelet-based algorithm for the fusion of 

spatially registered infrared and visible images is presented. We specifically 

propose new fusion rules for fusion of low and high frequency wavelet coefficients 

of the source images in the second step of the wavelet-based image fusion 

algorithm. First, the source images are decomposed using DT-DWT. Then, a fuzzy-

based approach is used to fuse high frequency wavelet coefficients of the IR and 

visible images. Particularly, Fuzzy logic is used to integrate the outputs of three 

different fusion rules (weighted Averaging, selection using PDM, and selection 

using RDM), based on a dissimilarity measure of the source images. The objective 

is to utilize the advantages of previous pixel- and region-based methods in a single 

scheme. The PDM is obtained based on local activity measurement in the DT-DWT 

domain of the source images. A new segmentation-based algorithm is also 

proposed to generate the RDM using the PDM. In addition, a new optimization-

based approach using population-based optimization is proposed for the low 

frequency fusion rule instead of simple averaging. After fusing low and high 

frequency wavelet coefficients of the source images, the final fused image is 

obtained using the inverse DT-DWT.  
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Finally, in the last research subject in this dissertation, a novel approach based 

on MOPSO is presented for panchromatic sharpening of multispectral image. This 

new method could transfer spatial details of the Pan image into the high-resolution 

version of the MS image, while color information from the low-resolution MS 

image is well preserved. The Pan and MS images are locally different because of 

different resolutions, and therefore we cannot directly combine them in the spatial 

domain. For this reason, we generate two initial results, which are more appropriate 

for weighted combination. First, the Pan and the MS images are histogram 

matched. Then we use SCT for decomposing the histogram matched Pan and MS 

images. The SCT is a new shiftable and modified version of the Contourlet 

transform. In this step, an algorithm based on the SCT is used to generate two 

initial results of the high-resolution MS images. Our objective is to produce two 

modified high-resolution MS images, in which one has high spatial similarity to the 

Pan image and the other one has high radiometric quality in each band. Therefore, 

we have used two different fusion rules to integrate high frequency contourlet 

coefficients of the Pan and MS images to generate two initial results of high-

resolution MS image or the pan-sharpened (PS) image. Finally, we can find an 

optimal PS image applying the MOPSO algorithm and using the two initial PS 

results. Specifically, the PS image is obtained via a weighted combination of the 

two initial results, in which the weights are locally estimated via a multi-objective 

particle swarm optimization algorithm to generate a PS image with high spatial and 

radiometric qualities.  
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Chapter 5. Experimental results 

 

 

 

 

In this Chapter, we will compare the proposed image fusion algorithms with other 

well-known methods. Generally, there are two ways for evaluation of image fusion 

results including subjective and objective indices as shown in Fig. 5.1. Usually in 

cases where there is a ground-truth image to compare performance (such as 

combining images with different focuses), the objective evaluation method will be a 

method with more reliability. Although in most cases, there is not a proper ground-

truth image for comparing performance. In these cases, quantitative or objective 

assessment is performed without a ground-truth image. In addition, it is necessary 

to do the subjective assessment alongside the objective evaluation. 

An example of a system using a subjective audience to optimize an image fusion 

system is shown in Fig. 5.1 a). Image fusion of the outputs of two imaging sensors 

surveying a scene in the environment produces a fused representation of the scene. 

This representation is displayed to an audience which evaluates it, either by 

comparing it to input images and other fused images, or by performing tasks using 

the information obtained from the display. The responses from the subjects are 

usually not in a readily usable format and have to be processed to obtain a 

meaningful performance evaluation. Only then can the result be passed back to the 

image fusion system in order to improve its parameters.  

All the prerequisites of subjective tests defined above, are costly and highly 

impractical. In addition, their complexity means that subjective tests can not be run  
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Figure 5.1: (a) Subjective and (b) objective, and fusion parameter optimization 

in real time and generally require a lengthy planning and organization period. As a 

result, the need arose for automated, objective, measures of pixel-level image 

fusion performance. The basic advantages of such objective metrics over subjective 

methods is illustrated in Fig. 5.1 b), as compared to the above example of 

subjective fusion parameter optimization. The objective performance assessment 

system needs no display equipment and all the images are automatically processed, 

either in hardware or software. This means that there is a significant reduction in 

time taken to convey the evaluations back to the fusion process. In fact, using such 

an arrangement implemented in software also enables conventional optimization 

algorithms to be successfully applied to fusion. Furthermore, there is no need for 

any effort on the part of the subjects (decreasing the cost) as the system can be 

made to operate with the bare minimum of supervision. 
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In this Chapter, the qualitative and quantitative evaluation will be used to fit 

various applications of image fusion. The experimental results are discussed in 

three parts. In subsection 5.1, the results of the multi-focus image fusion are 

provided. Then, the results of the visual and infrared image fusion will be presented 

in subsection 5.2. Finally, in subsection 5.3, the results of the remote sensing image 

fusion will be discussed. 

5.1 The results of multi-focus image fusion 

In this Section, we compare our proposed multi-focus image fusion algorithm 

with some of the best state-of-the-art fusion methods. The proposed image fusion 

method was tested against several methods consisting of the simple averaging, 

principle component analysis (PCA)1 [125], spatial frequency (SF)2 [21], and the 

Dual-Tree Discrete Wavelet Transform3 with three different fusion rules: 

Maximum Selection (MS), Weighted average (WA) [45], and Window-Based 

Verification (WBV) [39]. For the DT-DWT based methods, the available “AntonB” 

mother wavelet is used. In addition, the result of using the handmade decision map 

in the DT-DWT based image fusion is used as the best result (Best). In other words, 

the handmade decision map is used for selecting wavelet coefficients between the 

source images, instead of using the classification output as the decision map in the 

proposed algorithm. 

The evaluation indices of image fusion include subjective and objective indices. 

Objective indices can be divided into three categories [126]. One category reflects 

the image features, such as entropy and gradient. The second reflects the relation of 

the fused image to the source images, such as mutual information and Petrovic 

index [107]. Finally, the third reflects the relation of the fused image to the standard 

image, such as correlation coefficient and peak signal to noise ratio (PSNR).  

                                              
1 Image Fusion Toolbox for MATLAB developed by Oliver Rockinger: http://www.metapix.de/toolbox.htm 
2 The Image Fusion Toolkit for Matlab developed by Eduardo Canga: http://www.imagefusion.org/ 
3 Available at: taco.poly.edu/WaveletSoftware/dt2D.html 
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Two metrics are considered in this paper. The first metric is the Xydeas and 

Petrovic metric, proposed in [107], which considers the amount of edge 

information transferred from the input images to the fused images using a Sobel 

edge detector to calculate the strength and orientation information at each pixel in 

both source and the fused images. The second metric is the PSNR index, which is 

defined as: 

2
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in which the root mean square error (RMSE) is defined as the following formula: 
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An image with higher PSNR index will have better fused image. It should be 

mentioned that for image fusion experiments, a ground-truth image was prepared 

by cutting and pasting method [39], which is performed by transferring in focus 

regions of source images into one image. Image fusion results will be discussed in 

the two following subsections. 

5.1.1 Fusion results of natural images 

In the first experiment, nine pairs of natural multi-focus source images, as shown 

in Figs. 4.3 and 5.2, are used to evaluate the proposed method. The multi-focus 

images consisting of “Disk”, “Lab”, “Pepsi” and “Clock” are publicly available at 

the Image fusion web site [16], “Flower” and “Book” are publicly available at 

[127], and additional multi-focus images consisting of “Doll”, “Rose” and “Jug” 

are provided by us. 

Fig. 5.3 shows objective results for different multi-focus image fusion 

algorithms. It should be mentioned that the average results between nine pair test 

images are presented. It can be seen in Fig. 5.3 that our proposed image fusion  
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Figure 5.2: Multi-focus source images, from top left, clockwise: “Pepsi”, “Clock”, “Jug”, and 

“Lab” images. 

algorithm has better PSNR index compared to the other methods (more than +4.5 

dB), and the obtained results for the proposed method are very close to the best 

results (less than 2.2 dB). The best result is related to manually picking in focus 

wavelet coefficients from the transformed source images using hand-made decision 

map to generate best possible fused image in the wavelet domain. In addition, 

evaluation of different methods using Petrovic metric has shown that our proposed 

algorithm has better performance for transferring edges information from source 

images to the corresponding fused image. When looking more closely at the results, 

we observe the following: 

 Synthesizing the composite image by averaging the corresponding pixels of the 

source images is a simple method for image fusion. In addition to simplicity, 

this method usually causes many undesirable effects on the fused images such 

as low contrast. The averaging method produces worst results in terms of PSNR 

and Petrovic indexes compared with other methods.  

 The PCA method produces fused image by weighted averaging, in which the 

weights for each input image are obtained from the eigenvector corresponding 
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to the largest eigenvalue [125]. The PCA approach also generates weak 

objective results compared with other methods.  

 Shutao et al. in [21] developed a method based on spatial frequency, which is 

computationally simple and can be used in real-time applications. The spatial 

frequency measures the overall activity level in an image. The spatial frequency 

method suffers from blocking effect, and this problem leads to weak objective 

results. The consequence of blocking effect on the Petrovic index is more than 

SNR metric. Because the Petrovic index measures similarity between edges 

information from source images and the fused image, and the blocking effect, 

change the edges information of fused image compared to the source images. 

 As we have discussed in Chapter 4, previous wavelet-based methods (MS, WA, 

and WBV) cannot produce reliable decision maps, and therefore they result in 

lower performances compared to the proposed method. Another important 

reason is that these methods use averaging method for low frequency fusion 

rule. As we have shown in subsection 4.1.4, the proposed method for low 

frequency fusion rule outperforms averaging method. The WBV method 

produces best results among the pervious wavelet-based method. Because it 

uses a window-based verification to modify the decision maps, which is 

obtained using maximum selection method for high frequency fusion rule.  

 The proposed method, which is based on fuzzy logic and classification, 

generates best results compared to other methods. Generation of very accurate 

decision maps for high and low frequency fusion rules is the main reason for 

outshining the proposed method. 

 

In addition to objective assessment, two samples have been selected here to 

subjectively evaluate different results. Fig. 5.4 shows the fused results using 

different methods for multi-focus “Disk” images. As it can be observed in Fig. 5.4, 

the PCA method produces blur image with low contrast condition. The result of 

spatial frequency (SF) method has blocking effects, which can be seen around the 

clock. The previous wavelet-based methods including MS, WA, and WBV have  
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Figure 5.3: PSNR and Petrovic indexes for different image fusion methods.  

caused blurring in the fused images, which can be seen on the left of the clock and 

top of the book. The result of our proposed method avoids the mentioned problems 

(blurring, blocking effect), also produces clearer fused image with high contrast 

condition. Fig. 5.5 shows another subjective result for multi-focus “Lab” images. 

As it can be seen in Fig. 5.5, specifically in the bottom row (magnified head regions 

of the fused results), the PCA method produces blur image with low contrast 

condition. The result of SF method has blocking effects (around the head). The 

previous wavelet-based methods including MS, WA, and WBV have caused 

artifacts in the fused images (around the head). These artifacts are because of using 

inaccurate decision maps (produced by these methods) for high frequency fusion 

rule when multi-focus images have miss registration problem. The result of our 

proposed method avoids the mentioned problems (blurring, blocking effect, 

artifacts), also produces clearer fused image with high contrast condition.           
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Figure 5.4: Subjective fusion results. Top row, left to right: a part of multi-focus “Disk” images, 

the fused result using PCA, SF methods. Bottom row, left to right: the fused result using MS, WA, 

WBV, and the proposed methods. 

 

Figure 5.5: Subjective fusion results. Top row, left to right: a part of multi-focus “Lab” images, the 

fused results using PCA, SF methods. Middle row, left to right: the fused results using MS, WA, 

WBV, and the proposed methods. Bottom row, left to right: magnified head regions of the fused 

results produced with PCA, SF, MS, WA, WBV, and the proposed method.  
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5.1.2 Fusion results of artificial images 

To confirm the effectiveness of the proposed algorithm, ten standard images 

shown in Fig. 5.6 are used as ground truth. From each image, Gaussian blurring 

creates two out-of-focus images. Then, the blurred images with different focus 

points are taken as the source images, and the original image is taken as the 

reference image for image fusion process.  

Fig. 5.7 shows objective results for different multi-focus image fusion 

algorithms. It can be seen in Fig. 5.7 that our proposed image fusion algorithm has 

better PSNR index compared to other methods (more than +3.17 dB), and the 

results obtained for the proposed method are very close to the best results (less than 

2.05 dB). In addition, evaluation of different methods using Petrovic metric has 

shown that our proposed algorithm has better performance for transferring 

information of edges from source images to the corresponding fused image. 

5.2 The results of IR and visible image fusion 

The proposed image fusion method was tested against several state-of-the-art 

image fusion methods including the simple averaging, the Laplacian Transform1 

(LT) [34], the Dual-Tree Discrete Wavelet Transform with three different fusion 

rules including Maximum Selection (MS), Weighted average (WA) [45], Window 

based verification (WBV) [47], and Lewis’s region-based algorithm [49]. In the LT 

method five decomposition levels is used for image decomposition and maximum 

absolute selection rule is used as the high frequency fusion rule. For the DT-DWT 

based methods, the available “AntonB” mother wavelet is used for the filter banks 

and five decomposition levels is used for image decomposition. In addition, the 

simple averaging is used for the low frequency fusion rule in the LT and DT-DWT 

based methods.  

 

                                              
1 Image Fusion Toolbox for MATLAB developed by Oliver Rockinger: http://www.metapix.de/toolbox.htm 
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Figure 5.6: Ten ground truth images. 

 

Figure 5.7: PSNR and Petrovic indexes for different image fusion methods. 

The images used in experiments are surveillance images from TNO Human 

Factors, publicly available at the Image Fusion web site [16]. Image sequence “UN 

Camp” consists of 32 pair images and the image sequences “Trees” and “Dune” 

contain 19 pair images. In addition, we have applied the contrast stretching to 

enhance the representation of the source image. Other image processing techniques 

like histogram equalization can also be used.  
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Two metrics are considered in this paper, which do not require ground truth 

images for evaluation. The first metric is the Xydeas and Petrovic  index, which is 

proposed in [107], which considers the amount of edge information transferred 

from the input images to the fused image using a Sobel edge detector to calculate 

the strength and orientation information at each pixel in both source and the fused 

images. The second metric is the Entropy index, which measures the information 

content in an image. An image with high information content will have high 

entropy. The entropy index is defined using (4.47). 

It should be mentioned that the original size of the source images is 270×360. 

Because of using the dual-tree discrete wavelet transform in the proposed 

algorithm, the images size should be a factor of two. Therefore, we have generated 

512×512 images by repeating border elements of original images symmetrically. 

The possible decomposition levels for a 512×512 image is N = log2512 = 8. 

Different decomposition levels result in different performance of the proposed 

algorithm. In order to obtained best decomposition level, we have studied the effect 

of different decomposition levels on the performance of fused images. Table 5.1 

shows the objective results of final fused images using different decomposition 

levels in the proposed algorithm. It can be seen in Table 5.1 that the effect of 

decomposition levels on the proposed algorithm is more noticeable for the Petrovic 

index compared to entropy index. The Petrovic index considers the amount of edge 

information transferred from the input images to the fused image [107]. The 

experimental results demonstrate that for N-1 decomposition levels, the best results 

are obtained for different datasets.  

Figs. 5.8, 5.9, and 5.10 show the results of different image fusion algorithms for 

the “UN camp”, “Dune” and “Trees” multi-sensor images, respectively. Subjective 

or visual comparison between different methods indicates superiority of the 

proposed method against other image fusion algorithms. In Fig. 5.8, it is clear that 

the fence details from the visible image and the person details from the IR image 

are far better transferred into the fused image in the proposed method than in the 

other algorithms. The fused image obtained by the averaging method is dark and 
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image contrast is low. The different contrast conditions of the IR and visible images 

causes this problem. While the fused images obtained by the previous pixel-based 

methods in the multi-resolution domain i.e. LT, MS, WA, and WBV algorithms 

have low contrast conditions, the fused images also have distortions (darkness) 

around the person and the roof. In addition, these methods are sensitive to the noise 

and image misregistration. 

In the fused image obtained by Lewis’s region-based method, which is also 

implemented in the dual-tree discrete wavelet transform domain, some details such 

as the contours of trees and the bright points are not transferred into the fused 

image. In Fig. 5.9, the roads’ details from the visible image and the person’s details 

from the IR image, and also in Fig. 5.10 the trees’ details from the visible image 

and the person’s details from the IR image, are better transferred into the fused 

image in the proposed method. Generally, it can be seen in Figs 5.8, 5.9, and 5.10 

that the person is brighter in the proposed method, and the contrast of the fused 

images is far better compared to other methods.  

Table 5.2 shows the average performance results from different image fusion 

methods and different datasets. It should be mentioned that the obtained results are 

different from the results listed in previous publications, because here we have 

applied the contrast stretching to enhance the representation of the source images.  

The metric’s values confirm the subjective assessment, that our proposed image 

fusion algorithm generally integrates more details from the visible and IR images 

into the fused images. It can be seen in Table 5.2 that the entropy index for the 

proposed method is better compared to other fusion methods, which indicates that 

the fused image obtained by the proposed method has more visual information and 

better contrast compared to the fused images using other fusion algorithms. In 

addition, evaluation of different methods using Petrovic metric has shown that the 

proposed algorithm has better performance for transferring edges information from 

the source images to the corresponding fused image. 
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Figure 5.8: Subjective fusion results of “UN Camp” images: Original IR image, original visible 

image, fused image using averaging method (top-row: left to right), fused images using LT [34], 

MS, WA [45] methods (middle-row), and fused images using WBV [47], Lewis [49], the proposed 

methods (bottom-row). 
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Figure 5.9: Subjective fusion results of “Dune” images: Original IR image, original visible image, 

fused image using averaging method (top-row: left to right), fused images using LT [34], MS, WA 

[45] methods (middle-row), and fused images using WBV [47], Lewis [49], the proposed methods 

(bottom-row). 
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Figure 5.10: Subjective fusion results of “Trees” images: Original IR image, original visible image, 

fused image using averaging method (top-row: left to right), fused images using LT [34], MS, WA 

[45] methods (middle-row), and fused images using WBV [47], Lewis [49], the proposed methods 

(bottom-row). 

Table 5.1: The objective results of final fused images using different decomposition levels in the 

proposed algorithm. 

Metric 

 

N 

Dataset 

1 2 3 4 5 6 7 8 

 

Petrovic 

UN Camp 0.162 0.200 0.297 0.421 0.495 0.532 0.552 0.481 

Dune 0.224 0.267 0.364 0.452 0.504 0.534 0.537 0.443 

Trees 0.248 0.316 0.436 0.539 0.592 0.614 0.630 0.520 

Entropy 
UN Camp 6.869 6.940 6.980 7.031 7.164 7.246 7.305 7.223 

Dune 7.065 7.122 7.169 7.253 7.363 7.433 7.453 7.671 

Trees 6.577 6.667 6.706 6.786 6.905 7.011 7.051 7.145 
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Table 5.2: Average performance results of different image fusion methods. 

5.3 The results of remote-sensing image fusion 

There are many different ways to analyze the results of pan-sharpened images 

and compare different methods. When comparing different methods, we are 

interested in spatial, radiometric, and spectral qualities. In judging spatial quality, it 

is much easier to check the sharpness of the edges. However, when judging spectral 

and radiometric qualities, it is much more difficult to match the colors of the result 

to the original multispectral ones by visual inspection. Many metrics analyze the 

spectral quality. Here, we have used four metrics to judge spectral and radiometric 

qualities: The relative dimensionless global error in synthesis (ERGAS) proposed 

by Wald [122], the Relative Average Spectral Error (RASE) [63], Spectral Angle 

Mapper (SAM) [128], and Q4 index [129]. The Q4 quality index is a generalization 

Metric Method UN Camp Dune Trees 

 

 

 

Petrovic 

Averaging 0.332 0.338 0.351 

LT [34] 0.471 0.451 0.541 

MS 0.439 0.409 0.472 

WA [45] 0.421 0.396 0.494 

WBV [47] 0.424 0.390 0.492 

Lewis [49] 0.503 0.485 0.553 

Proposed 0.552 0.530 0.630 

 

 

 

Entropy 

Averaging 6.29 6.75 6.47 

LT [34] 6.71 7.03 6.61 

MS 6.79 7.01 6.63 

WA [45] 6.72 6.92 6.58 

WBV [47] 6.76 6.97 6.57 

Lewis [49] 6.66 6.88 6.54 

Proposed 7.41 7.56 7.11 
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of the Universal Image Quality Index (Qavg) [130]. The RASE, ERGAS, and Q4 

indexes measure both the radiometric and spectral qualities, and the SAM metric 

only measures the spectral quality. 

To judge the spatial quality of the pan-sharpened image, we have used the 

correlation coefficient (CC) between the Pan and pan-sharpened images [123]. 

Here, we compare the spectral and radiometric qualities (ERGAS, RASE, SAM, 

and Q4 indexes) of different pan-sharpened results with respect to their spatial 

quality (CC to the Pan index). In other words, an algorithm, which generates better 

tradeoff between the spatial, radiometric and spectral qualities, is chosen as the best 

method, and higher spatial or radiometric or spectral quality is individually 

ineffective. 

It should be mentioned that to assess the objective or numerical results (ERGAS, 

RASE, SAM, and Q4 indexes) of the pan-sharpened images, spatially degraded Pan 

and MS images from the original datasets are used, and the obtained results are 

compared to the original data. In addition, three subsets of the original (not 

degraded) datasets were extracted to compare the visual effect of different pan-

sharpening algorithms (It is more usual to use real data for visual comparison). 

Therefore, there is not a reference high-resolution MS image in the visual or 

subjective comparisons. The results will be discussed in the following three 

subsections. First, the experimental datasets are presented that are used for 

evaluation of different algorithms. Then, we demonstrate the results of standard 

pan-sharpening algorithms. Finally, the results of multi-resolution-based methods 

will be illustrated. 

5.3.1 Experimental datasets 

The presented method is evaluated by performing pan-sharpening on datasets 

acquired by Landsat-7 ETM+, Quickbird, and Wordview-2 satellites. All images 

are radiometrically calibrated and orthorectified to uniform ground resolution. The 

MS and Pan images are co-registered for each dataset. All imageries have different 
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characteristics in terms of spectral bands and range, and spatial resolutions, etc. 

These characteristics are summarized in Table 5.3. Table 5.4 represents a summary 

of the datasets as related to their size and location. The true-color composites 

sample imageries used for the experiments are shown in Fig. 5.11. 

1) The Landsat-7 ETM+ dataset is shown in Fig. 5.11 (a), which covers different 

urban, forested, Mediterranean, agricultural areas. Because only three bands are 

within the wavelength span of the Pan image, only the green, red, and near-

infrared bands are considered for pan-sharpening. 

2) The second dataset is very high resolution image data collected by Quickbird 

satellite. Two QuickBird imageries are shown in Fig. 5.11 (b) and (c). The first 

dataset shown in Fig. 5.11 (b) is an imagery representing mountainous regions 

consisting of forest and having a lot of uniform texture details, and urban 

features such as manmade buildings. The second dataset shown in Fig. 5.11 (c) 

covers different Mediterranean and agricultural areas. The four MS bands of the 

QuickBird span the visible and NIR wavelengths are within the wavelength 

span of the Pan image, and we have considered all of them for pan-sharpening. 

3) The third very high resolution dataset has been considered, which has been 

acquired by the Wordview2 satellite is shown in Fig. 5.11 (d). This imagery 

representing urban features such as manmade buildings. We have considered 

the four MS bands consisting of the Blue, Green, Yellow, and Red bands for 

pan-sharpening. It is possible to pan-sharpen the Red-Edge band, because it is 

also within the wavelength span of the Pan image. 

In addition, for simplicity to work with the images and pan-sharpening 

algorithms we have generated 20 MS (512×512) and corresponding Pan 

(1024×1024) images from the Landsat-7 ETM+ dataset, 10 MS (256×256) and 

corresponding Pan (1024×1024) images from the Quickbird datasets, and 10 MS 

(256×256) and corresponding Pan (1024×1024) images from the Wordview2 

dataset. The Pan and MS images are co-registered for each dataset and the MS 
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images were spatially resampled by a factor of two for the Landsat-7 ETM+ 

dataset, and by a factor of four for Quickbird and Wordview2 datasets, to produce 

new 14.25 m, 0.6 m, and 0.46 m resolution MS images, respectively.  

 

Figure 5.11: True-color composites of multi-spectral data used in the experiment. (a) Lansat-7 

ETM+ scene from Iran, (b) Quickbird scene from Boulder, CO, USA, (c) Quickbird scene from  

Kokilai-Lagoon, Srilanka, and (d), Wordview2 scene from  Rome, Italy. 
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Table 5.3:  Satellite datasets characteristics. 

 

Features 

Imagery Type 

Landsat-7 ETM+ Quickbird Wordview-2 

 

 

 

MS Image-Spectral Bands 

and Range 

 

Blue: 450-515 nm 

Green: 525-605 nm 

Red: 630-690 nm 

Near-IR: 760-900 nm 

MID-IR 1: 1550-1750 nm 

MID-IR 2: 2080-2350 nm 

 

 

Blue: 450-520 nm 

Green: 520-600 nm 

Red: 630-690 nm 

Near-IR: 760-900 nm 

Coastal: 400-450 nm 

Blue: 450-510 nm 

Green: 510-580 nm  

Yellow: 585-625 nm 

Red: 630-690 nm 

Red Edge: 705-745 nm 

Near-IR1: 770-895 nm 

Near-IR2: 860-1040 nm 

Pan image-Spectral 

Range 

520-920 nm 450-900 nm 450-800 nm 

Spatial Resolution-MS Image 28.5 m 2.4 m 1.84 

Spatial Resolution-Pan Image 14.25 m 0.60 m 0.46 m 

Resolution Ratio of MS and 

Pan Images 

2 4 4 

Table 5.4: Datasets’ Summary 

 

Features 

Imagery Type 

Landsat-7 ETM+ Quickbird Wordview-2 

Location Tehran, Iran Boulder, CO, 

USA 

Kokilai-Lagoon Srilanka Rome, Italy 

MS Image Size 7348×6208 828×815 3198×2667 1151×1150 

Pan Image Size 14696×12416 3312×3260 12792×10668 4604×4600 

5.3.2 Comparisons between different state-of-the-arts Pan-sharpening 

algorithms 

In this subsection, we compare the proposed method, which is based on shiftable 

contourlet transform and multi-objective particle swarm optimization with some of 
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the best state-of-the-art techniques consisting of the IHS, Brovey [61], PCA1, 

P+XS1 [65], Ehlers [66], and Bayesian Data Fusion (BDF)2 [131]. The parameters 

of each method have been set according to the values given by their respective 

authors in the corresponding referred papers. 

Table 5.5 summarizes the obtained results. As it can be seen in Table 5.5, the 

proposed method provides better spectral and radiometric qualities (ERGAS, 

RASE, SAM, and Q4 indexes) in all cases and better spatial quality (CC to the Pan 

index) in almost all cases. When looking closer at the results, we observe the 

following: 

 The proposed method outperforms the IHS technique in spatial, radiometric 

and spectral qualities. The CC index of the IHS method is acceptable, while 

the corresponding spectral and radiometric qualities are very weak. 

 Our method gives better results than the Brovey algorithm in the radiometric 

quality. However, the Brovey method gives better result in CC to the Pan 

index, but the corresponding ERGAS, RASE, and Q4 values for it are very 

weak, which indicates that the pan-sharpened image has low radiometric 

quality. It should be mentioned that the angle from the Spectral Angle Mapper 

(SAM) between the original and pan-sharpened MS images is zero. This is 

because the operation of multiplication only changes the norm of a spectral 

vector [132]. Therefore, it does not affect the SAM index between the original 

and pan-sharpened MS images. A value of SAM equal to zero denotes absence 

of spectral distortion, but radiometric distortion is possible and each band of 

MS image is greatly changed due to different values being involved in the 

multiplication from pixel to pixel (the two pixel vectors are parallel but have 

different lengths).  

                                              
1 Available at: www.math.ucla.edu/~wittman/pansharpening/index.html. 
2 ORFEO Accompaniment Program, ORFEO Tool Box, 2007. Available: http://smsc.cnes.fr/PLEIADES/A_prog_accomp.htm 
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 Our method provides better results than the PCA algorithm. While the 

proposed method has a little difference in the CC index, results in very high 

gap in the spectral and radiometric quality indexes for different datasets. 

 The proposed method outperforms the P+XS and Ehlers techniques in spatial, 

radiometric and spectral qualities for different datasets.  

 Our method gives better results than the BDF algorithm in the spectral and 

radiometric quality. The BDF method provides very good spatial quality, while 

the corresponding spectral and radiometric quality indexes are weak. 

For subjective evaluation of methods, there are two important criteria: spectral 

and spatial qualities. In other words, the final pan-sharpened image at the same 

time as provides high spatial quality (or spatial details from the panchromatic 

image), should has high spectral and radiometric qualities (or color information 

from the original multi-spectral image).  

Table 5.5: Average Performance of different state-of-the-arts Pan-sharpening algorithms against 

the proposed method for different datasets. 

 

Index 

 

Dataset  

Pan-sharpening algorithms  

RV IHS Brovey PCA P+XS Ehlers BDF MOPSO 

 

CC to the 

Pan 

Landsat-7 0.937 0.967 0.961 0.880 0.931 0.963 0.947  

1 Quickbird 0.915 0.971 0.974 0.792 0.884 0.971 0.951 

Wordview2 0.923 0.967 0.916 0.743 0.898 0.963 0.949 

 

ERGAS 

Landsat-7 5.55 6.16 6.38 2.51 2.96 3.23 1.78  

0 Quickbird 10.98 9.86 9.71 2.88 3.85 4.84 2.34 

Wordview2 6.94 9.96 9.87 3.43 3.89 5.48 2.85 

 

RASE 

Landsat-7 22.10 27.20 25.56 10.30 11.87 13.23 7.28  

0 Quickbird 43.00 40.62 36.92 11.23 15.02 19.15 9.11 

Wordview2 23.17 32.18 29.54 11.14 12.92 19.38 9.72 

 

SAM 

Landsat-7 1.69 0.0 2.35 1.70 1.41 1.99 1.01  

0 Quickbird 3.55 0.0 4.63 2.36 2.21 3.15 2.14 

Wordview2 2.65 0.0 6.34 2.52 2.37 3.11 1.69 

 

4Q 

Landsat-7 0.928 0.891 0.848 0.904 0.927 0.881 0.925  

1 Quickbird 0.893 0.843 0.819 0.921 0.939 0.895 0.943 

Wordview2 0.941 0.899 0.893 0.949 0.964 0.928 0.971 

 



 Chapter 6. Experimental results 

 

125 

Figs. 5.12 and 5.13 give subjective results for two samples of Pan and MS 

images from the Wordview2 and Quickbird datasets, respectively. The two samples 

are selected from the real (not degraded) datasets (Table 5.4), and therefore there 

are not reference images for comparison (The resolution ratio between the MS and 

Pan images is 4). It can be seen in Figs. 5.12 and 5.13 that the results of the IHS 

and Brovey methods are sharp enough, but the colors are changed compared to the 

low-resolution MS images. The result of the PCA method is not clear and the 

colors are changed. For the results of the P+XS method, the colors are preserved, 

but the spatial details from the Pan image is not appropriately transferred to the 

pan-sharpened image. The Ehlers method suffers from miss-registration problem. 

This is because that in the Ehlers method, a low frequency version of intensity 

image from the MS bands is added to the high frequency version of Pan image, and 

if the Pan and MS images are not accurately registered, causes an unclear image 

with thick edges. In addition, the Ehlers method uses Fourier Transform for spatial 

details extraction from the Pan image, while Fourier Transform is not an efficient 

representation for 2-D signals. The BDF method results in very good spatial quality 

in the pan-sharpened image and details information from the Pan image is 

appropriately preserved, while the spectral and radiometric information from the 

low-resolution MS image has changed to some extent. The result of the proposed 

algorithm visually demonstrates very good spatial quality and the colors are well 

preserved from the low-resolution MS image. Indeed, the visual inspection of true-

color composites confirms the numerical results of Table 5.5, in which the 

proposed method gives better trade-off between spatial and spectral qualities. 
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Figure 5.12: Subjective results of different pan-sharpening methods. True-color composites of Low 

Resolution Multi-spectral image form the Wordview2 dataset, corresponding panchromatic image, 

and the result of IHS method (top-row, left to right). The results of Brovey, PCA, and P+XS 

methods (middle-row). The results of Ehlers, BDF, and the proposed methods, (bottom-row). 
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Figure 5.13: Subjective results of different pan-sharpening methods. True-color composites of Low 

Resolution Multi-spectral image form the Quickbird dataset, corresponding panchromatic image, 

and the result of IHS method (top-row, left to right). The results of Brovey, PCA, and P+XS 

methods (middle-row). The results of Ehlers, BDF, and the proposed methods, (bottom-row). 

5.3.3 Comparisons between different multi-resolution-based Pan-sharpening 

algorithms 

In this experiment, we have compared the proposed algorithm, which is based on 

SCT and MOPSO algorithm with the multi-resolution-based pan-sharpening 

methods. In the multi-resolution-based methods, first the MS and Pan images are 
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decomposed. Then, the high-frequency coefficients of the final pan-sharpened 

image are obtained using averaging (A) and substitutive (S) fusion rules. The final 

pan-sharpened image is obtained using inverse multi-resolution transform. Here we 

have used DT-DWT1 and CT2 transforms for the multi-resolution analysis: DT-

DWT+A, DT-DWT+S [64], CT+A, and CT+S. In addition, we have compared the 

proposed method with two hybrid multi-resolution algorithms. In the first hybrid 

method, IHS transform is used to separate spectral information of the low-

resolution MS image, and then multi-resolution-based algorithm is used to inject 

detailed information from the histogram-matched Pan image to the intensity image. 

Finally the inverse IHS transform generates pan-sharpened image: IHS+DT-

DWT+S [133], and IHS+CT+S [88]. In the second hybrid method, contourlet and 

principal component analysis (PCA) methods have been used for spatial and 

spectral transformations, respectively. Then, the first principal component of high 

variance is used for replacing or injecting it with high spatial details from the high-

resolution histogram-matched Pan image. Injecting of the spatial details is based on 

multi-resolution-based algorithm, in which high frequency contourlet coefficients 

of the Pan image are replaced with the high frequency contourlet coefficients in the 

first principal component. Finally, the inverse contourlet and PCA transformations 

generates final pan-sharpened image [59]. 

Table 5.6 summarizes the obtained results for different datasets. As it can be 

observed in Table 5.6, the proposed method provides appropriate spectral and 

radiometric qualities (ERGAS, RASE, SAM, and Q4 indexes) with respect to the 

spatial quality (CC to the Pan index) compared to other methods. When looking 

closer at the results, we observe the following: 

 The CC to the Pan index for the methods, which use substitutive fusion rule (S) 

are better than other algorithms, while the spectral and radiometric quality 

indexes for them are worse. This indicates that the pan-sharpened images using 

                                              
1 Available at: taco.poly.edu/WaveletSoftware/dt2D.html. 
2 Available at: www.mathworks.com/matlabcentral/fileexchange/8837-contourlet-toolbox. 
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these methods are sharp enough, but the spectral information from the low-

resolution MS image is not appropriately transferred to the pan-sharpened 

image.  

 The spectral and radiometric quality indexes for methods, which use averaging 

fusion rule (A), are better than other algorithms, while the corresponding CC to 

the Pan index for them is very low. This indicates that the colors from the low-

resolution MS image are well preserved, but the image is not clear or sharp.  

 We have discussed in previous Section that the shiftable Contourlet transform is 

a better transformation than the CT because of the shift-invariant property, and 

better than the DT-DWT because of the directional selectivity. The objective 

results demonstrate that the SCT is a better transformation compared to the DT-

DWT and CT for both substitutive and averaging fusion rules.  

 The results of using IHS transform as a spectral transformation in the multi-

resolution-based scheme shown better spectral and radiometric qualities 

compared to the multi-resolution-based methods, which use substitutive fusion 

rule (S).  

 The PCA+CT method, which is used spatial and spectral transformations results 

in better trade-off between the spatial and spectral qualities compared to the 

multi-resolution-based methods, which use averaging fusion rule (A). However, 

the spatial quality for different datasets is very low, which is the consequence of 

using spectral transformation (PCA) in the pan-sharpening scheme.   

 The proposed pan-sharpening method is shown a better trade-off between the 

spatial (CC to the Pan index), radiometric and spectral qualities (ERGAS, 

RASE, SAM, and Q4 indexes) compared to other techniques. In other words, the 

results show that the proposed method could transfer spatial details of the Pan 

image into the final pan-sharpened image, without reducing spectral and 

radiometric qualities of the MS image. 

In addition, Fig. 5.14 gives subjective results for a sample of Pan and MS images 

from the Wordview2 datasets. The sample are selected from the real (not degraded) 



 Chapter 6. Experimental results 

 

130 

datasets (Table 5.4), and therefore there is not a reference image for comparison 

(The resolution ratio between the MS and Pan image is 4). It can be seen in Fig. 

5.14, the colors in the results of the CT+A, and DT-DWT+A methods are 

preserved, while the images are not sharp. The results of the CT+S, and DT-

DWT+S methods are sharp enough, while the colors specially the blue, orange, and 

red areas from the low-resolution MS image are changed. The result of the 

IHS+DT-DWT+S method locally introduces small artifacts due to the adding 

inaccurate spatial details of low-resolution MS image to the Pan image. The 

IHS+CT+S method is also results in similar pan-sharpened image. The result of 

PCA+CT method is not very accurate in spectral or color preservation, and the 

spatial information of the Pan image is not appropriately transferred into the pan-

sharpened image. The result of proposed algorithm visually demonstrates very  

Table 5.6: Average Performance of different multi-resolution-based Pan-sharpening algorithms 

against the proposed method for different datasets. 

 

Index 

 

Dataset 

Pan-sharpening algorithms  

R

V 
DTDWT 

+A 

DTDWT 

+S 

CT+A CT 

+S 

IHS+ 

DTDWT+S 

IHS+ 

CT+S 

PCA+ 

CT 

SCT 

+S 

SCT 

+A 

MO 

-PSO 

 

CC to 

the Pan 

L-7 0.906 0.971 0.912 0.976 0.961 0.964 0.921 0.983 0.915 0.947  

1 Q 0.907 0.964  0.905 0.963 0.960 0.957 0.915 0.967 0.909 0.951 

W-2 0.889 0.967 0.884 0.964 0.963 0.961 0.912 0.972 0.891 0.949 

 

ERGAS 

L-7 1.34 3.68 1.21 3.37 3.27 3.21 1.85 3.08 1.16 1.78  

0 Q 1.83 3.59 1.96 3.84 3.45 3.67 2.70 3.42 1.81 2.34 

W-2 2.19 4.26 2.27 4.41 4.14 4.23 3.04 4.18 2.13 2.85 

 

RASE 

L-7 5.40 13.76 5.21 13.21 12.32 12.03 7.43 12.11 4.97 7.28  

0 Q 7.12 13.95 7.60 14.89 13.51 14.37 10.27 13.67 7.01 9.11 

W-2 7.23 14.21 7.51 14.63 13.62 14.09 10.13 14.17 7.18 9.72 

 

SAM 

L-7 0.728 1.43 0.794 1.57 1.47 1.46 1.37 1.41 0.715 1.01  

0 Q 1.47 3.10 1.62 3.38 2.77 2.86 2.57 3.01 1.42 2.14 

W-2 1.23 2.27 1.26 2.42 2.18 2.21 1.79 2.13 1.11 1.69 

 

Q4 

L-7 0.928 0.838 0.933 0.826 0.924 0.921 0.928 0.859 0.941 0.925  

1 Q 0.951 0.881 0.942 0.864 0.931 0.927 0.939 0.887 0.954 0.943 

W-2 0.969 0.956 0.971 0.942 0.952 0.944 0.965 0.961 0.983 0.971 
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accurate spectral preservation and superior performances in terms of radiometric 

and geometric accuracy. Visual assessment of true-color composites confirms the 

numerical results of Table 5.6, in which the proposed method provides better trade-

off between spatial and spectral qualities. 

 

Figure 5.14: Subjective results of different multi-resolution-based pan-sharpening methods. True-

color composites of Low Resolution Multi-spectral image from the Wordview2 dataset, 

corresponding panchromatic image, and the result of the DT-DWT+A method (top-row, left to 

right). The results of the DT-DWT+S, IHS+DT-DWT+S, and CT+A methods (middle-row). The 

results of CT+S, PCA+CT, and the proposed methods (bottom-row). 
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Chapter 6. Conclusions and future works 

 

 

 

The subject of this dissertation as stated in the introduction Chapter is pixel-level 

image fusion is. It represents fusion of visual information of the same scene, from 

any number of registered image signals, obtained using different sensors. The goal 

of pixel-level image fusion can broadly be defined as: to represent the visual 

information present in any number of input images, in a single fused image without 

the introduction of distortion or loss of information. 

In this study we have be able to introduce novel image fusion methods in three 

different research areas. In first research subject, we have presented a new wavelet-

based multi-focus image fusion method using Fisher classifier and Fuzzy logic. 

Proposing new fusion rules for merging high and low frequency wavelet 

coefficients, which is the second step in the wavelet-based image fusion, is the 

main novelty of this method. Generating a reliable decision map using the 

information of high frequency wavelet coefficients in the six directional sub-bands 

of the DT-DWT is the main idea. In addition, we have used fuzzy logic based on 

our observation to solve existent uncertainty in the smooth regions of source 

images and in the border of in- and out-of-focus regions. This new method used 

DT-DWT for finer frequency decomposition and shift invariant property as 

compared to discrete wavelet transform. The experimental results demonstrated that 

the proposed method outperforms the standard fusion methods in the fusion of 

multi-focus images.  

In the second research topic, we have presented a new wavelet based multi-

sensor image fusion method using fuzzy logic and particle swarm optimization. 
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Proposing new fusion rules for merging high and low frequency wavelet 

coefficients, which is the second step in the wavelet-based image fusion, is the 

main novelty of this method. We specifically have presented a fuzzy-based 

approach for fusing high frequency wavelet coefficients of the IR and visible 

images, which combines the outputs of three different fusion rules based on a 

dissimilarity measure of the source images. This new method applies the 

advantages of the previous pixel and region-based methods using fuzzy logic. 

Proposing an optimization method for fusing low frequency wavelet coefficients of 

the source image is another novelty of this method, which applies the population-

based optimization in the low frequency fusion scheme to maximize the entropy of 

the final fused image. In addition, the proposed method used the DT-DWT for finer 

frequency decomposition and shift invariant property compared to discrete wavelet 

transform. The experimental results demonstrated that the proposed method 

outperforms the standard fusion methods in the fusion of IR and visible images. 

Finally, a novel pan-sharpening algorithm based on the shiftable Contourlet 

transform and multi-objective particle swarm optimization is proposed in last 

research area in this dissertation. The shiftable Contourlet transform is known to 

provide shiftable transform compared to the Contourlet transform, and better 

directional representation compared to the wavelet transform. In addition, the 

multi-objective particle swarm optimization is used to generate high-resolution MS 

images with high spatial similarity to the Pan image and high radiometric quality in 

each band. Therefore, as expected the proposed method provides better pan-

sharpened results based on the global metrics (CC to the Pan, ERGAS, RASE 

indexes), which measure the spatial and radiometric qualities. The experimental 

results also show that the produced pan-sharpened images have good spectral 

quality based on the Q4 and SAM metrics.  

The work of this dissertation can be applied and extended to a variety of research 

topics. A few examples are enumerated below: 
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 In the proposed algorithm for IR and visible image fusion, we have used an 

image segmentation algorithm, which is sensitive to the noise and for noisy 

image results in oversegmentation with incorrect regions. In addition, we have 

not considered the noise parameters for the high frequency fusion rule, and 

therefore the results will be sensitive to the noise. As a result, we have to use an 

image-denoising algorithm as a pre-processing step to work with the proposed 

algorithm in noisy situation. One aspect that we would like to explore in the 

future is to design a robust image fusion algorithm for fusing noisy multi-sensor 

images, in which the two processes of image fusion and denoising are 

considered all together. 

 One aspect that we would like to explore in the future is to analyze the 

evaluation indices system to acquire a meaningful measurement, and using 

better combination of the evaluation indices in the multi-objective optimization 

procedure. We are also considering improving the optimization performances 

using other evolutionary algorithms such as Genetic algorithm further. Using 

segmentation map of the source images instead of rectangular window for local 

parameter estimation in the proposed method can improve the pan-sharpened 

results. Future work should be done on these promising issues. 
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Image Fusion in the Multi-Scale Transforms Domain 
 

The research presented in this thesis is concerned with the problem of multi-

sensor pixel-level image fusion. Generally, the image fusion’s task is used for 

three different applications consisting of fusing the multi-focus images, fusing the 

infrared and visible images, and fusing the multi-spectral and panchromatic 

images.  

We formulate the image fusion process as a two-class problem: in focus and out 

of focus classes, in which the decision map for selecting important coefficients 

between input images is obtained using two-class fisher classifier. In the 

proposed method for fusing infrared and visible images, first, the input images 

are decomposed using dual-tree discrete wavelet transform and then, we use a 

dissimilarity measure of source images to combine three different fusion rules for 

selecting high frequency wavelet coefficients between source images. Finally, a 

new method for fusion of remote sensing images is proposed. In this method, the 

aim is to improve spatial and spectral quality of the fused image, simultaneously. 

We use the shiftable contourlet transform and multi-objective particle swarm 

optimization for this purpose.   
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